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Abstract. An algorithm for solving the problem of minimizing a non-linear function subject to equality constraints is introduced. This algorithm is a trust-region algorithm. In computing the trial step, a projected-Hessian technique is used that converts the trust-region subproblem to a one similar to that for the unconstrained case. To force global convergence, the augmented Lagrangian is employed as a merit function.

One of the main advantages of this algorithm is the way that the penalty parameter is updated. We introduce an updating scheme that allows (for the first time to the best of our knowledge) the penalty parameter to be decreased whenever it is warranted. The behavior of this penalty parameter is studied.

A convergence theory for this algorithm is presented. It is shown that this algorithm is globally convergent and that the globalization strategy will not disrupt fast local convergence. The local rate of convergence is also discussed. This theory is sufficiently general that it holds for any algorithm that generates steps whose normal components give at least a fraction of Cauchy decrease in the quadratic model of the constraints and uses Fletcher's exact penalty function as a merit function.
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1. Introduction. In this paper, we study the following non-linear equality constrained optimization problem:

\[ (\text{EQ}) \equiv \begin{cases} \text{minimize } f(x) \\ \text{subject to } h(x) = 0, \end{cases} \]

where \( h(x) = [h_1(x), ..., h_m(x)]^T \). We assume that \( f \) and \( h_i, i = 1, 2, ..., m \) are twice continuously differentiable and that \( \nabla h \) has full column rank in the range of interest where \( \nabla h(x) = [\nabla h_1(x), ..., \nabla h_m(x)] \).

We can obtain first and second order conditions of optimality with reference to the Lagrangian function associated with problem (EQ), namely \( l(x, \lambda) = f(x) + \lambda^T h(x) \) where \( \lambda \in \mathbb{R}^m \) is the Lagrange multiplier vector. The first order necessary condition for a point \( x_\ast \) to be a stationary point of problem (EQ) is the existence of a Lagrange multiplier \( \lambda_\ast \) such that \( (x_\ast, \lambda_\ast) \) is a zero of the following \((n + m) \times (n + m)\) nonlinear system of equations:

\[
\begin{bmatrix}
\nabla x l(x, \lambda) \\
\n\nabla h(x)
\end{bmatrix} =
\begin{bmatrix}
0 \\
0
\end{bmatrix}.
\]

Consider an \( n \times (n - m) \) matrix \( Z(x) \), with orthonormal columns that has the property \( Z(x)^T \nabla h(x) = 0 \). The columns of \( Z(x) \) form an orthonormal basis for the null space of \( \nabla h(x)^T \). The matrix \( Z(x) \) can be obtained from the QR factorization of \( \nabla h(x) \) as follows

\[
\nabla h(x) = \begin{bmatrix} Y(x) & Z(x) \end{bmatrix} \begin{bmatrix} R(x) \\
0
\end{bmatrix},
\]

---
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where \( Y(x) \in \mathbb{R}^{n \times m} \). The orthonormal columns of \( Y(x) \) form a basis for the column space of \( \nabla h(x) \) and \( R(x) \) is an \( m \times m \) nonsingular upper triangular matrix. It is easy to see that: \( Y(x)^T Y(x) = I_m \), \( Z(x)^T Z(x) = I_{n-m} \), and \( Y(x)Y(x)^T + Z(x)Z(x)^T = I_n \).

Using this factorization, an equivalent first order necessary condition can be written in the following form:

\[
\begin{bmatrix}
Z(x_*)^T \nabla f(x_*) \\
h(x_*)
\end{bmatrix} = \begin{bmatrix}
0 \\
0
\end{bmatrix}.
\]

(1.3)

The second order sufficiency condition for the point \( x_* \) to be a solution of problem (EQ) is the existence of a multiplier \( \lambda_* \in \mathbb{R}^m \) such that the point \( (x_*, \lambda_*) \) satisfies the first order necessary condition (1.1) and the matrix \( Z(x_*)^T \nabla^2 I(x_*, \lambda_*) Z(x_*) \) is positive definite.

Throughout this paper, all the norms used are 2-norms and subscripted values of functions are used to denote evaluation at a particular point. For example \( f_k \) means \( f(x_k) \), \( l_k \) means \( l(x_k, \lambda_k) \), and so on.

Some of the algorithms that solve problem (EQ) use Newton's method to find a zero of (1.1). This gives rise to the following \((n + m) \times (n + m)\) linear system:

\[
\begin{bmatrix}
\nabla^2 l_k & \nabla h_k \\
\nabla^2_h h_k & 0
\end{bmatrix}
\begin{bmatrix}
s_k \\
\Delta \lambda_k
\end{bmatrix}
= -\begin{bmatrix}
\nabla^2 l_k \\
h_k
\end{bmatrix}.
\]

(1.4)

If we pre-multiply the first block of (1.4) by \( Z_k^T \), we obtain the following \( n \times n \) linear system:

\[
\begin{bmatrix}
Z_k^T \nabla^2 l_k \\
\nabla^2_h h_k
\end{bmatrix}
\begin{bmatrix}
s_k \\
h_k
\end{bmatrix}
= -\begin{bmatrix}
Z_k^T \nabla f_k \\
h_k
\end{bmatrix}.
\]

(1.5)

Letting \( s_k = Y_k u_k + Z_k v_k \) and using the factorization (1.2), the above system becomes

\[
\begin{bmatrix}
Z_k^T \nabla^2 l_k Y_k & Z_k^T \nabla^2 l_k Z_k \\
R_k^2 \nabla^2_h h_k & 0
\end{bmatrix}
\begin{bmatrix}
u_k \\
v_k
\end{bmatrix}
= -\begin{bmatrix}
Z_k^T \nabla f_k \\
h_k
\end{bmatrix}.
\]

(1.6)

By solving this system of equations for \( u_k \) and \( v_k \), we can obtain \( s_k \). More details can be found in Gill and Murray (1974)[9] and Goodman (1985)[10].

The Lagrange multiplier \( \lambda_{k+1} \) is obtained using the least-squares estimate:

\[
\lambda_{k+1} = \arg \min || \nabla h_{k+1} \lambda + \nabla f_{k+1} ||.
\]

(1.7)

Using (1.2), this problem is equivalent to solving \( R_{k+1} \lambda_{k+1} = -Y_{k+1} \nabla f_{k+1} \).

We can proceed by maintaining a quasi-Newton approximation \( B_k \) to the Hessian of the Lagrangian \( \nabla^2 l_k \) in (1.6). More details can be found in Nocedal and Overton (1985)[14]. So, the algorithm for computing the trial step \( s_k \) and the multiplier \( \lambda_{k+1} \) can be outlined as follows:

**Algorithm 1.1**

At each iteration \( k \), do

1. Solve \( R_k^2 u_k = -h_k \), for \( u_k \).
2. Solve \( Z_k^T B_k Z_k v_k = -Z_k^T \nabla f_k - Z_k^T B_k Y_k u_k \), for \( v_k \).
3. Set \( s_k = Y_k u_k + Z_k v_k \) and \( x_{k+1} = x_k + s_k \).
4. Find \( \lambda_{k+1} \) by solving \( R_{k+1} \lambda_{k+1} = -Y_{k+1} \nabla f_{k+1} \).

End do.
It is easy to see that for problem (EQ), if the exact second-order information is used, the above algorithm can be viewed as a Newton's method applied to the nonlinear system (1.1) (see Goodman (1985)[10]). Hence, it shares the advantages and the disadvantages of Newton's method. From the good side of Newton's method, it is locally $q$-quadratically convergent. However, from the bad side of Newton's method, it is not a globally convergent method. It is guaranteed to converge only if the starting point is close enough to the solution. This means that it may not converge at all if the starting point is far away from the solution. More details can be found in Tapia (1978)[21].

The next section deals with adding a trust-region modification to this method to force convergence to a solution from any starting point without sacrificing fast local convergence.

2. Trust-Region Globalization. The key idea of the trust-region method is to restrict the trial step to a region where you trust your model. This can be done by imposing the trust-region constraint $\|s_k\| \leq \Delta_k$, where the trust-region radius $\Delta_k$ is adjusted automatically from iteration to iteration. The intent is to reduce a merit function $\Phi(x)$ and the aim is to make the iterates $x_{k+1} = x_k + s_k$; $k = 1, 2, 3, ...$ acceptable points where $s_k$ is obtained by solving some trust-region subproblems. More details about the trust-region method can be found in Dennis and Schnabel (1984)[4].

Byrd, Schnabel and Shultz (1987)[2] suggested computing the trial steps using the following technique: Set $s_k = Y_k u_k + Z_k v_k$ where $Y_k$ and $Z_k$ are as in (1.2). The two components $u_k$ and $v_k$ are computed by solving two subproblems. For computing $u_k$, they suggested solving the following linear system:

$$R_k^T u_k = -\alpha_k h_k,$$

where $\alpha_k$ is a constant that satisfies some specified conditions. The tangential component $v_k$ is obtained by solving the following trust-region subproblem:

$$\min_{v \in \mathbb{R}^{n-m}} (Z_k^T \nabla f_k + \alpha_k Z_k^T \nabla^2 f_k Y_k u_k) v_k + \frac{1}{2} v_k^T Z_k^T \nabla^2 f_k Z_k v_k$$

subject to $\|v_k\|^2 \leq \Delta_k^2 - \alpha_k^2 \|u_k\|^2$.

This approach suffers from the disadvantage that the step depends on the unknown parameter $\alpha_k$ and there is no clear way for choosing this parameter.

An interesting way of using this approach to compute a trial step that does not depend on the parameter $\alpha_k$ was suggested by Byrd and Omojokun (1989)[15]. They calculated $s_k$ by solving two trust-region subproblems. For computing $u_k$, they suggested solving

$$\min_{u \in \mathbb{R}^m} \|\nabla h_k^T Y_k u_k + h_k\|^2$$

subject to $\|Y_k u_k\| \leq \tau \Delta_k$,

where $\tau \in (0, 1)$ is a constant. The tangential component is obtained by solving the following trust-region subproblem:

$$\min_{v \in \mathbb{R}^{n-m}} (Z_k^T \nabla f_k + Z_k^T \nabla^2 f_k Y_k u_k) v_k + \frac{1}{2} v_k^T Z_k^T \nabla^2 f_k Z_k v_k$$

subject to $\|v_k\|^2 \leq \Delta_k^2 - \|Y_k u_k\|^2$. 
To force global convergence, Byrd, Schnabel and Shultz (1987)[2] and Byrd and Omojokun (1989)[15] employed a non-differentiable merit function. This type of merit function suffers from the Maratos effect which may disrupt fast local convergence. See Maratos (1978)[12].

To avoid the Maratos effect, they suggested adding to the step what is called the second-order correction, and is a step of the form \( w_k = -R_k^{-T}h_k \) where \( k_+ \) is an intermediate point. See also Coleman and Conn (1982)[3], Fletcher (1982)[7], and Mayne and Polak (1982)[13]. However, this approach adds extra expense to the step calculation since it requires an extra constraint evaluation to compute a trial step.

In this paper, we use an inexpensive way to compute the trial steps. We employ, as a merit function, a differentiable penalty function. We will use, Fletcher's exact penalty function:

\[
\Phi(x, \lambda; r) = f(x) + \lambda(x)^T h(x) + r||h(x)||^2,
\]

where \( \lambda \) is the least-squares estimate of the multiplier and \( r \) is the penalty parameter. We introduce a new non-monotonic penalty parameter scheme. This penalty parameter is very cheap to calculate.

We present a convergence theory for this algorithm. Our global convergence theory is so general that it covers the algorithm of Byrd, Schnabel and Shultz (1987)[2] and the algorithm of Byrd and Omojokun (1989)[15] provided that (2.1) is used as a merit function and Scheme 3.4 (see Section 3.3) is used for updating the penalty parameter.

The remainder of this paper is organized as follows: In Section 3, we describe in detail the trust-region subproblems that will be considered and the way of computing the trial steps. A scheme for updating the radius of the trust region is presented together with a discussion about the criteria for accepting or rejecting the trial steps. Our new scheme for updating the penalty parameter will be presented in this section as well as the algorithm. In Section 4, we state the global assumptions under which we prove global convergence. In Section 5, we present our global convergence theory. We start with presenting some needed intermediate results together with some lemmas that analyze the behavior of the penalty parameter. We end this section by presenting the main global convergence results of our algorithm. In Section 6, we present the local convergence analysis. Section 7 contains concluding remarks.

3. The Trust-Region Algorithm. The algorithm has four main ingredients. The first one is computing the trial step. It is discussed in Section 3.1. The second one is testing the step and updating the trust-region radius and is discussed in Section 3.2. The third one is updating the penalty parameter and is discussed in Section 3.3. The fourth ingredient of our algorithm is how to update the matrix \( B_k \). This will be discussed at the end of Section 3.3.

3.1. Computing The Trial Steps. In our trust-region algorithm, at each iteration, two model subproblems are solved to obtain a trial step \( s_k \). Our way of computing the trial step is similar to that of Byrd, Schnabel and Shultz (1987)[2] with a simpler way of determining the parameter \( \alpha_k \) (see Section 2). We start by solving for \( u_k \) the following linear system of equations

\[
R_k^T u_k = -h_k,
\]
then we control the size of this step by solving for $\alpha_k$ the following one dimensional minimization problem:

$$\minimize_{\alpha_k \in \mathbb{R}} \| h_k + \alpha_k \nabla h_k^T Y_k u_k \|$$

subject to $\alpha_k \| u_k \| \leq \tau \Delta_k$,

where $\tau \in (0, 1]$ is a fixed constant. This is equivalent to setting

$$\alpha_k = \begin{cases} 1 & \text{if } \| u_k \| \leq \tau \Delta_k \\ \frac{\tau \Delta_k}{\| u_k \|} & \text{if } \| u_k \| > \tau \Delta_k. \end{cases}$$

(3.2)

See Zhang and Zhu (1990)[24].

To get the tangential component, we solve for $v_k$ the following trust-region subproblem

$$\minimize_{v_k \in \mathbb{R}^{n-m}} (Z_k^T \nabla f_k + \alpha_k Z_k^T B_k Y_k u_k)^T v_k + \frac{1}{2} v_k^T Z_k^T B_k Z_k v_k$$

subject to $\| v_k \| \leq \Delta_k$.

(3.3)

(3.4)

where $B_k$ is the Hessian of the Lagrangian $\nabla^2 \ell_k$ or an approximation to it.

The trial step will then have the form $s_k = \alpha_k Y_k u_k + Z_k v_k$. This can be outlined in the following scheme:

**Scheme 3.1: Computing the trial steps**

Given $0 < \tau \leq 1$.

At each iteration $k$, do

- Solve (3.1) for $u_k$, then find $\alpha_k$ using (3.2).
- Solve (3.3) and (3.4) for $v_k$.
- Set $s_k = \alpha_k Y_k u_k + Z_k v_k$ and set $x_{k+1} = x_k + s_k$.
- Find $\lambda_{k+1}$ by solving $R_{k+1} \lambda_{k+1} = -Y_{k+1}^T \nabla f_{k+1}$.

End do.

Byrd and Omojokun's way of computing the normal component $s_k^k = Y_k u_k$ is more expensive since, to compute $u_k$, it requires solving a trust-region subproblem at each trial step. Our way requires computing $u_k$ only once per acceptable step. Namely, when the algorithm moves to a new point after finding an acceptable step. To compute $u_k$, we solve (3.1) which is an upper triangular linear system. $Y_k$ and $R_k$ are obtained with no extra cost, since they are obtained from the QR factorization that was performed to compute the multiplier of the last acceptable step.

**3.2. Testing the Step and Updating the Trust-Region Radius.** Let $x_{k+1} = x_k + s_k$ where $s_k$ is the step computed by the algorithm and $\lambda_{k+1}$ be the corresponding Lagrange multiplier, we test whether the point $(x_{k+1}, \lambda_{k+1})$ is making a progress towards a solution $(x_*, \lambda_*)$. In order to do this we use, as a merit function, Fletcher's exact penalty function (2.1). We test $(x_{k+1}, \lambda_{k+1})$ to determine whether it makes an improvement in the merit function.

We define the actual reduction in the merit function in moving from $(x_k, \lambda_k)$ to $(x_{k+1}, \lambda_{k+1})$ to be

$$A_{red} = \Phi(x_k, \lambda_k; r_k) - \Phi(x_{k+1}, \lambda_{k+1}; r_k),$$

which can be written as

$$A_{red} = l(x_k, \lambda_k) - l(x_{k+1}, \lambda_k) - (\lambda_{k+1} - \lambda_k)^T h_{k+1} + r_k [\| h_k \|^2 - \| h_{k+1} \|^2].$$
The calculation of the step $s_k$ is based on a quadratic approximation of the Lagrangian function and a linear approximation to the constraints. Using these approximations in a straightforward manner (see Maciel (1992)[11]), the predicted reduction will have the form

$$
Pred_k = -\nabla^T_k s_k - \frac{1}{2} s_k^T B_k s_k - (\lambda_{k+1} - \lambda_k - \nabla \lambda_k^T s_k)^T [h_k + \nabla h_k^T s_k] + r_k (||h_k||^2 - ||h_k + \nabla \lambda_k^T s_k||^2).
$$

This form of $Pred_k$ has been used by Maciel (1992)[11]. An undesirable property of using the above expression is that $Pred_k$ depends on $\nabla \lambda_k$ which requires the evaluation of the Hessians of the objective function and the constraints. In order to avoid these calculations, the following form of predicted reduction can be used:

$$
Pred_k = -\nabla^T_k s_k - \frac{1}{2} s_k^T B_k s_k - (\lambda_{k+1} - \lambda_k)^T [h_k + \nabla h_k^T s_k] + r_k (||h_k||^2 - ||h_k + \nabla h_k^T s_k||^2).
$$

This expression for $Pred_k$ has been used by El-Alem (1988)[5] and (1991)[6]. Our definition of the predicted reduction has the form:

$$
Pred_k = -\nabla^T_k s_k - \frac{1}{2} s_k^T B_k Z_k v_k - (\lambda_{k+1} - \lambda_k)^T [h_k + \frac{1}{2} \nabla h_k^T s_k] + r_k (||h_k||^2 - ||h_k + \nabla h_k^T s_k||^2).
$$

The above expression for $Pred_k$ was also used by Powell and Yuan (1991)[19]. They pointed out that the presence of the terms $\frac{1}{2} s_k^T B_k Z_k v_k$ instead of $\frac{1}{2} s_k^T B_k s_k$ and the term $\frac{1}{2} \nabla h_k^T s_k$ instead of $h_k + \nabla h_k^T s_k$ will allow for a $Q$-superlinear rate of convergence. See Section 6 for more details about these terms and how they will allow for Q-superlinear rate of convergence.

The normal predicted decrease and the tangential predicted decrease are also considered. They are denoted by $Npred_k$ and $Tpred_k$ respectively. The $Npred_k$ is the decrease at the $k^{th}$ iteration in the linearized model of the constraints by the step $s_k^* = \alpha_k y_k u_k$ and is defined by:

$$
Npred_k = ||h_k||^2 - ||h_k + \alpha_k \nabla h_k^T Y_k u_k||^2.
$$

It predicts the actual reduction in the constraints obtained by the normal component $s_k^*$. The $Tpred_k$ is the decrease at the $k^{th}$ iteration in the quadratic model of the Lagrangian by the step $s_k^* = Z_k v_k$. It predicts the actual reduction in the Lagrangian function obtained by the tangential component $s_k^*$. It is defined by:

$$
Tpred_k = -(Z_k^T \nabla f + Z_k^T B_k s_k v_k) - \frac{1}{2} v_k^T Z_k^T B_k Z_k v_k.
$$

The trust-region algorithm should produce steps that result in decrease in the merit function $\Phi$. To guarantee this, the predicted reduction has to be greater than zero and the actual reduction has to be greater than some fraction of the predicted reduction. Therefore, at each iteration, the penalty parameter $r_k$ is chosen such that $Pred_k > 0$ and the step is accepted if $\frac{Pred_k}{Npred_k} \geq \eta_1 > 0$ where $\eta_1 \in (0, 1)$ is a small fixed constant. We reject the step if $\frac{Npred_k}{Pred_k} < \eta_1$. In this case, we decrease the radius of the
trust region by picking $\Delta_k \in [a_1 ||s_k||, a_2 ||s_k||]$, where $0 < a_1 \leq a_2 < \frac{1}{\sqrt{1+\tau}}$ and then go back and compute another trial step with new value of the trust-region radius.

If the step is accepted, then the trust-region radius is updated by comparing the value of $Ared_k$ with $Pred_k$. Namely, if $\eta_1 \leq \frac{Ared_k}{Pred_k} < \eta_2$ where $\eta_2 \in (\eta_1, 1)$, then the radius of the trust region is updated by the rule: $\Delta_{k+1} = \min(\Delta_k, a_3 ||s_k||)$ where $a_3 > \frac{1}{\sqrt{1+\tau}}$. However, if $\frac{Ared_k}{Pred_k} \geq \eta_2$, then we increase the radius of the trust region by setting $\Delta_{k+1} = \min(\Delta_k, \max(\Delta_k, a_3 ||s_k||))$, where $\Delta_*$ is a positive constant. This can be summarized in the following scheme.

**Scheme 3.2 Testing the Step and Updating the Trust-Region Radius**

Given $0 < a_1 \leq a_2 < \frac{1}{\sqrt{1+\tau}} < a_3$, $0 < \eta_1 < \eta_2 < 1$ and $\Delta_* \geq \Delta_1 > 0$.

At each iteration $k$, do

If $\frac{Ared_k}{Pred_k} < \eta_1$,
then set $\Delta_k \in [a_1 ||s_k||, a_2 ||s_k||]$.

goto Scheme 3.1 to find another trial step.

Else, if $\eta_1 \leq \frac{Ared_k}{Pred_k} < \eta_2$
then set $z_{k+1} = z_k + s_k$, $\Delta_{k+1} = \min(\Delta_k, a_3 ||s_k||)$.

Else, set $z_{k+1} = z_k + s_k$, $\Delta_{k+1} = \min(\Delta_k, \max(\Delta_k, a_3 ||s_k||))$.

End if

End.

The index $k$ is increased only if the step is accepted. We use the notation $k^j_k$ to denote the $j^{th}$ unacceptable trial step of iteration $k$.

It is worth noting that, under suitable assumptions, after a finite number of trial steps an acceptable step will be found, i.e. the condition $\frac{Ared_k}{Pred_k} \geq \eta_1$ will be satisfied for some $j$. See Theorem 5.7.

### 3.3. Updating the Penalty Parameter

Now, we describe our strategy for updating the penalty parameter $\rho$. The author in (1988)[5] and (1991)[6] has suggested a scheme for updating the penalty parameter. The idea behind that scheme was to keep the penalty parameter as small as possible subject to satisfying conditions needed to prove global convergence. One of these conditions was that the sequence $\{\tau_k\}$ of penalty parameter must be nondecreasing. If that scheme were implemented in our problem, the scheme would be as follows:

**Scheme 3.3 El-Alem (1988)**

Given a constant $\rho > 0$ and $\tau_0 = 1$:

At each iteration $k$, do

Set $\rho_k = \rho_{k-1}$.

If $\frac{Pred_k}{\rho_{k-1}^2} < \frac{\rho_k}{\rho_{k-1}^2} [||h_k||^2 - ||h_k + \nabla h_k^T s_k||^2]$,
then set

$$
\rho_k = 2\left( \frac{\nabla h_k^T s_k + \frac{1}{2} s_k^T B_k z_k v_k + (\lambda_k + 1 - \lambda_k) h_k + \frac{1}{2} \nabla h_k^T s_k}{||h_k||^2 - ||h_k + \nabla h_k^T s_k||^2} \right) + \rho.
$$

End if

End do.

Even though when this scheme was implemented, good performance was reported, (see Williamson (1990)[23]), this way of updating the penalty parameter has the disadvantage of producing a nondecreasing sequence of penalty parameters. This
means if at one iteration the value of the penalty parameter is large, all the subsequent penalty parameters will remain at least as large as this one. Hence, the problem of obtaining feasibility has more weight than the problem of obtaining optimality. As a consequence we may progress too fast toward nonlinear feasibility at the expense of optimality. On the other hand, numerical experiments have suggested that efficient performance of the algorithm is linked to keeping the penalty parameter as small as possible (see Gill, Murray, Saunders, and Wright (1986)[8]). We propose a scheme that allows (for the first time to the best of our knowledge) the penalty parameter to be decreased whenever it is warranted.

Our convergence theory requires that the predicted reduction in the merit function at each iteration be at least as much as a fraction of Cauchy decrease in the 2-norm of the residual of the linearized constraints. (For more detail about the fraction of Cauchy decrease condition see, for example, Powell (1975)[16]). Hence, we will ask for this condition to be satisfied at each iteration.

Our convergence theory allows the sequence \( \{r_k\} \) to be non-monotonic, provided that it is controlled by a sequence \( \{\rho_k\} \), which we introduce below, in the sense that for all \( k \), \( \rho_{k-1} \leq r_k \).

So, our strategy will be, at each iteration \( k \), pick a number \( r_k \geq \rho_{k-1} \). Then test for inequality (3.7) (see below) to be satisfied or update the penalty parameter using (3.6) (see below) which enforces (3.7). This scheme can be stated as follows:

**Scheme 3.4 Updating the Penalty Parameter**

Given a constant \( \rho > 0 \) and an integer \( N > 0 \):

Set \( r_0 = r_{-1} = \ldots = r_{-N+1} = 1 \).

At each iteration \( k \), do

Find \( \rho_{k-1} = \min\{r_{k-1}, r_{k-2}, \ldots, r_{k-N}\} \),

\[ \overline{\rho}_{k-1} = \max\{r_{k-1}, r_{k-2}, \ldots, r_{k-N}\}. \]

Set

\[
(3.5) \quad \rho_{k-1} = \min\{ \rho_{k-1} + \rho, \overline{\rho}_{k-1} \}.
\]

Set \( r_k = \rho_{k-1} \).

If

\[
P red_k < \frac{\rho_{k-1}}{2} [||h_k||^2 - ||h_k + \nabla h^T s_k||^2],
\]

then set

\[
(3.6) \quad r_k = 2\left\{ \frac{\nabla h^T s_k + \frac{1}{2} s_k^T B_k Z_k v_k + (\lambda_{k+1} - \lambda_k) - \frac{1}{2} \nabla h^T s_k}{||h_k||^2 - ||h_k + \nabla h^T s_k||^2} \right\} + \rho .
\]

End if

End do.

The following are noteworthy:

1) The way of updating the penalty parameter ensures a predicted decrease in the merit function given by:

\[
(3.7) \quad Pred_k \geq \frac{r_k}{2} [||h_k||^2 - ||h_k + \nabla h^T s_k||^2].
\]
That is, the predicted decrease is at least as much as the decrease in the linearized model of the constraints obtained by the normal component of $s_k$. So, at each iteration $k$, we have:

$$(3.8) \quad \text{Pred}_k \geq \frac{r_k}{2} N \text{pred}_k.$$ 

2) If $N = 1$, then Scheme 3.4 will coincide with Scheme 3.3.

3) In the implementation, if we take $N$ equal to the maximum number of iterations allowed, then we will have a scheme for updating the penalty parameter that has no requirement on $r_k$ except that it satisfies inequality (3.7).

4) The sequence $\{\rho_k\}$ is a monotonically non-decreasing sequence. (See Section 5.2 for a proof). But the sequence $\{p_k\}$ is a non-monotonic sequence and only satisfies, for all $k$, $\rho_k \leq r_k \leq p_k$. This inequality shows that even though the sequence $\{r_k\}$ is a non-monotonic sequence, it is controlled by the two sequences $\{\rho_k\}$, $\{p_k\}$.

5) If at any iteration $k$ we have $\frac{\Delta \text{pred}_k}{\text{pred}_k} < \eta_1$, then we reject the trial step and also reject the value of the penalty parameter. i.e. the only change in the problem by an unacceptable trial step is a decrease in the radius of the trust region. Observe that the unacceptable trial iterations are not included in the definition of $\rho_k$ and $p_k$.

Finally, we discuss our strategy for updating the matrix $B_k$. If the exact Hessian is used, then at each iteration $k$ we compute $\nabla^2 f_k = \nabla^2 f_k + \nabla^2 h_k \lambda_k$. Otherwise, update $B_k$ by some updating formula that satisfies the Global Assumption 5 (see Section 4) if we are interested in obtaining only global convergence regardless of the rate of convergence, or, satisfies the Global Assumption 5 and the Local Assumption C (see Section 6.3) if we are interested in obtaining global convergence with a fast local rate of convergence.

3.4. Statement of The Algorithm. The following is an outline of the algorithm.

Choose $x_0 \in \mathbb{R}^n$, $\epsilon > 0$, and $B_0 \in \mathbb{R}^{n \times n}$.

Set $k = 0$.

At each iteration $k$, do

If $\|\nabla f_k\| + \|h_k\| < \epsilon$, stop.

Compute $s_k, \lambda_{k+1}$ according to Scheme 3.1.

Update the penalty parameter according to Scheme 3.4.

Test the step and update $\Delta_k$ according to Scheme 3.2.

Update $B_k$ (see Section 3.3).

Set $k := k + 1$.

End do.

4. The Global Assumptions. In this section we state the assumptions under which we prove global convergence.

Let the sequence of iterates generated by the algorithm be $\{x_k\}$, for such a sequence we assume,

1. For all $k$, $x_k$ and $x_k + s_k \in \Omega$ where $\Omega \subseteq \mathbb{R}^n$ is a convex set.
2. $f$ and $h_i \in C^2(\Omega)$, $i = 1, \ldots, m$.
3. $\nabla h(x)$ has full column rank for all $x \in \Omega$.
4. $f(x), h(x), \nabla h(x), \nabla f(x), \nabla^2 f(x), R(x)^{-1}$ and each $\nabla^2 h_i(x)$, for $i = 1, \ldots, m$ are all uniformly bounded in norm in $\Omega$.
5. The sequence of matrices $\{B_k\}, k = 1, 2, \ldots$ is bounded.
An immediate consequence of the global assumptions is that the matrices $B_k$, 
$Z_k^T B_k Z_k$, and $Z_k^T B_k Y_k$ have a uniform upper bound. i.e. there exists a constant 
$b > 0$, such that, for all $k$,

\begin{equation}
\|B_k\| \leq b, \quad \|Z_k^T B_k Z_k\| \leq b, \quad \text{and} \quad \|Z_k^T B_k Y_k\| \leq b.
\end{equation}

Another immediate consequence of these assumptions is the existence of constants 
$b_0 > 0$, $b_1 > 0$, $b_2 > 0$, and $b_3 > 0$ such that, for all $k$,

\begin{align}
\|u_k\| &\leq b_0 \|h_k\|, \\
\|\lambda_{k+1} - \lambda_k\| &\leq b_1 \|s_k\|, \\
\|h_{k+1} - h_k\| &\leq b_2 \|s_k\|,
\end{align}

and

\begin{equation}
\|\nabla h_k\| \leq b_3.
\end{equation}

If $\Omega$ were a compact set, Assumption 4 would follow from the continuity assumption.

The same assumptions as our global assumptions are used by Byrd, Schnabel, and 

5. Global Convergence Analysis. In this section we present our global convergence theory. In Section 5.1, we prove some intermediate lemmas needed for proving global convergence. The behavior of the penalty parameter is discussed in Section 5.2. Section 5.3 is devoted to proving our main global convergence results.

5.1. Sufficient Decrease in the Model. All the results in this section deal with the decrease in the model obtained by the trial steps and their tangential and normal components.

The following lemma shows how accurate our definition of predicted reduction in the merit function is as an approximation to the actual reduction. It says that, if the penalty parameter is bounded, it is accurate to within the square of the length of the trial steps.

**Lemma 5.1.** Let the global assumptions hold. Then, for any $x_k$, $x_k + s_k \in \Omega$, we have

\begin{equation}
|\text{Ared}_k - \text{Pred}_k| \leq b_4 r_k \|s_k\|^2,
\end{equation}

where $b_4$ is a positive constant independent of $k$.

**Proof.** The proof is similar to the proof of Corollary 6.4 of El-Alem (1991)[6]. Note that in the proof inequalities (4.1), (4.2), and the fact that $\|Z_k u_k\| \leq \|s_k\|$ are used.

The following lemma shows that, at any iteration $k$, the normal predicted reduction $N\text{pred}_k$ is at least equal to the decrease in the 2-norm of the linearized constraints obtained by the Cauchy step. i.e. it satisfies the fraction of Cauchy decrease condition.

**Lemma 5.2.** At any iteration $k$, we have

\begin{equation}
N\text{pred}_k \geq \|h_k\| \min\left[\|h_k\|, \frac{\tau \Delta_k}{b_0}\right],
\end{equation}

where $b_0$ is as in (4.2).
Proof. From the definition of $Npred_k$, we need to show that
\[
||h_k||^2 - ||h_k + \alpha_k \nabla h_k^T Y_k u_k||^2 \geq ||h_k|| \min[||h_k||, \frac{\tau \Delta_k}{b_0}] .
\]
When $||h_k|| = 0$ the above inequality is true a fortiori. Let $||h_k|| > 0$ and consider
\[
||h_k||^2 - ||h_k + \alpha_k \nabla h_k^T Y_k u_k||^2 = ||h_k||^2 - ||h_k + \alpha_k R_k^T u_k||^2 = [1 - (1 - \alpha_k)^2] ||h_k||^2 .
\]
We consider two cases:
First, when $||u_k|| \leq \tau \Delta_k$. In this case $\alpha_k = 1$ and we obtain
\[
||h_k||^2 - ||h_k + \alpha_k \nabla h_k^T Y_k u_k||^2 = ||h_k||^2 .
\]
Second, when $||u_k|| > \tau \Delta_k$, then $\alpha_k = \frac{\tau \Delta_k}{||u_k||}$ and using $0 < \alpha_k \leq 1$, we get
\[
||h_k||^2 - ||h_k + \alpha_k \nabla h_k^T Y_k u_k||^2 \geq \alpha_k ||h_k||^2 = \frac{\tau \Delta_k}{||u_k||} ||h_k||^2 .
\]
Using (4.2), we obtain
\[
||h_k||^2 - ||h_k + \alpha_k \nabla h_k^T Y_k u_k||^2 \geq \frac{\tau \Delta_k}{b_0} ||h_k|| .
\]
Now, if we combine the two cases, we get the desired result. 

If we substitute (5.2) in (3.8), we obtain
\[
Npred_k \geq \frac{r_k}{2} ||h_k|| \min[||h_k||, \frac{\tau \Delta_k}{b_0}] .
\]
From the last lemma, using (1.2), we can write
\[
||h_k||^2 - ||h_k + \nabla h_k s_k||^2 \geq ||h_k|| \min[||h_k||, \frac{\tau \Delta_k}{b_0}] .
\]

The following lemma shows that the tangential predicted decrease is at least equal to the decrease in the quadratic model of the Lagrangian obtained by the Cauchy step. i.e. it satisfies the fraction of Cauchy decrease condition.

Lemma 5.3. For all $k$, the tangential predicted reduction satisfies:
\[
Tpred_k \geq \frac{1}{4} ||Z_k^T \nabla f_k + Z_k^T B_k s_k^0|| \min[\Delta_k, \frac{||Z_k^T \nabla f_k + Z_k^T B_k s_k^0||}{2b}] .
\]

where $s_k^0$ is the normal component of the step $s_k$ and $b$ is as in (4.1).

Proof. We first prove that
\[
-(Z_k^T \nabla f_k + Z_k^T B_k s_k^0)^T v_k \geq \frac{1}{2} ||Z_k^T \nabla f_k + Z_k^T B_k s_k^0|| \min[\Delta_k, \frac{||Z_k^T \nabla f_k + Z_k^T B_k s_k^0||}{2||Z_k^T B_k Z_k||}] .
\]
When $||Z_k^T \nabla f_k + Z_k^T B_k s_k^0|| = 0$ the above inequality is valid a fortiori.
Let $||Z_k^T \nabla f_k + Z_k^T B_k s_k^0|| > 0$. If $||v_k|| < \Delta_k$, then from the way of computing $v_k$, we have $Z_k^T B_k Z_k v_k = Z_k^T \nabla f_k + Z_k^T B_k s_k^0 = 0$, and we can write
\[
(Z_k^T \nabla f_k + Z_k^T B_k s_k^0)^T v_k = -(Z_k^T \nabla f_k + Z_k^T B_k s_k^0)^T Z_k^T B_k v_k = -Z_k^T \nabla f_k + Z_k^T B_k s_k^0)^T (Z_k^T B_k Z_k)^+ (Z_k^T \nabla f_k + Z_k^T B_k s_k^0),
\]
where \((Z_k^T B_k Z_k)^+\) is the generalized inverse of \(Z_k^T B_k Z_k\). We have
\[
(Z_k^T \nabla f_k + Z_k^T B_k s_k^o) v_k \leq -\frac{1}{\|Z_k^T B_k Z_k\|} \|Z_k^T \nabla f_k + Z_k^T B_k s_k^o\|^2.
\]

On the other hand, if \(\|v_k\| = \Delta_k\), then from the way of computing \(v_k\), there exists a constant \(\mu_k \geq 0\) such that
\[
(Z_k^T B_k Z_k + \mu_k I) v_k + Z_k^T \nabla f_k + Z_k^T B_k s_k^o = 0.
\]

This equation implies that
\[
(Z_k^T \nabla f_k + Z_k^T B_k s_k^o) v_k = -v_k^T (Z_k^T B_k Z_k + \mu_k I) v_k = -(Z_k^T \nabla f_k + Z_k^T B_k s_k^o)^T (Z_k^T B_k Z_k + \mu_k I)^+ (Z_k^T \nabla f_k + Z_k^T B_k s_k^o),
\]

which implies that
\[
(Z_k^T \nabla f_k + Z_k^T B_k s_k^o)^T v_k \leq -\frac{1}{\lambda(Z_k^T B_k Z_k) + \mu_k} \|Z_k^T \nabla f_k + Z_k^T B_k s_k^o\|^2,
\]

where \(\lambda(Z_k^T B_k Z_k)\) is the largest eigenvalue of \(Z_k^T B_k Z_k\). On the other hand, from (5.7), we have
\[
[\lambda(Z_k^T B_k Z_k) + \mu_k] \|v_k\| \leq \|Z_k^T \nabla f_k + Z_k^T B_k s_k^o\|,
\]

where \(\lambda(Z_k^T B_k Z_k)\) is the smallest eigenvalue of \(Z_k^T B_k Z_k\). The above inequality implies that
\[
\mu_k \leq \frac{\|Z_k^T \nabla f_k + Z_k^T B_k s_k^o\|}{\Delta_k} - \lambda(Z_k^T B_k Z_k).
\]

By substituting (5.9) in (5.8), we obtain
\[
(Z_k^T \nabla f_k + Z_k^T B_k s_k^o)^T v_k \leq -\frac{\|Z_k^T \nabla f_k + Z_k^T B_k s_k^o\|^2 \Delta_k}{\lambda(Z_k^T B_k Z_k) - \lambda(Z_k^T B_k Z_k) \Delta_k + \|Z_k^T \nabla f_k + Z_k^T B_k s_k^o\|}.
\]

Now, using the fact that \(\lambda(Z_k^T B_k Z_k) - \lambda(Z_k^T B_k Z_k) \leq 2\|Z_k^T B_k Z_k\|\), the above inequality becomes
\[
(Z_k^T \nabla f_k + Z_k^T B_k s_k^o)^T v_k \leq -\frac{2\|Z_k^T \nabla f_k + Z_k^T B_k s_k^o\|^2 \Delta_k}{2\|Z_k^T B_k Z_k\| \Delta_k + \|Z_k^T \nabla f_k + Z_k^T B_k s_k^o\|}.
\]

So, from (5.6) and (5.10), we conclude that in both cases we can write
\[
-(Z_k^T \nabla f_k + Z_k^T B_k s_k^o)^T v_k \geq \frac{1}{2} \|Z_k^T \nabla f_k + Z_k^T B_k s_k^o\| \min[\Delta_k, \frac{\|Z_k^T \nabla f_k + Z_k^T B_k s_k^o\|}{2\|Z_k^T B_k Z_k\|}].
\]

The rest of the proof follows directly from the definition of \(T_{\text{pred}}k\), the fact that \((Z_k^T \nabla f_k + Z_k^T B_k s_k^o)^T v_k + v_k^T Z_k^T B_k Z_k v_k \leq 0\), and (4.1).

\[\square\]

**Lemma 5.4.** Let \(s_k\) be the step generated by the algorithm at the \(k\)th iteration, then
\[
\text{Pred}_k \geq T_{\text{pred}}k - b_\delta \|s_k\|\|h_k\| + \frac{r_k}{2} N_{\text{pred}}k.
\]
where $b_5$ is a positive constant independent of $k$.

Proof. From the definition of $\text{Pred}_k$, we have

$$
\text{Pred}_k = -(Z_k^T \nabla f_k)^T v_k - \frac{1}{2} s_k^T B_k Z_k v_k - (\lambda_{k+1} - \lambda_k)^T [h_k + \frac{1}{2} \nabla h_k^T s_k] + r_k \|h_k\|^2 - \|h_k + \nabla h_k^T s_k\|^2.
$$

This can be written as

$$
\text{Pred}_k = -(Z_k^T \nabla f_k + Z_k^T B_k s_k^\lambda)^T v_k - \frac{1}{2} v_k^T Z_k^T B_k Z_k v_k + \frac{1}{2} \alpha_k u_k^T Y_k^T B_k Z_k v_k

- (\lambda_{k+1} - \lambda_k)^T [h_k + \frac{1}{2} \nabla h_k^T s_k] + r_k \|h_k\|^2 - \|h_k + \nabla h_k^T s_k\|^2

\geq T\text{pred}_k - \|\lambda_{k+1} - \lambda_k\| h_k + \frac{1}{2} \nabla h_k^T s_k - \|Y_k^T B_k Z_k\| \|v_k\| \|u_k\|

+ \frac{r_k}{2} \text{Npred}_k.
$$

Using (4.1), (4.2), (4.3), the fact that $\|h_k + \frac{1}{2} \nabla h_k^T s_k\| \leq \|h_k\|$, and $\|v_k\| \leq \|s_k\|$, the remainder of the proof follows immediately.

The following lemma proves that if $\|h_k\|$ is small enough, then the penalty parameter will not be updated using (3.6). i.e. inequality (3.7) will hold for $r_k = \rho_{k-1}$. (See Scheme 3.4).

**Lemma 5.5.** Let $k$ be the index of an iteration at which the algorithm does not terminate. If $\|h_k\| \leq c_1 \Delta_k$ where $c_1$ is a small constant that satisfies:

$$
(5.11) \quad c_1 \leq \min\{\frac{\epsilon}{3 \Delta^*}, \frac{\epsilon}{3 b_0 \Delta^*}, \frac{\epsilon}{24 \sqrt{2} b_5 \Delta^*}, \frac{\epsilon}{6 b \Delta^*} \},
$$

then

$$
(5.12) \quad \text{Pred}_k \geq \frac{1}{2} T\text{pred}_k + \frac{r_k}{2} \text{Npred}_k.
$$

Proof. From Lemma 5.4 and Lemma 5.3, we can write

$$
\text{Pred}_k \geq \frac{1}{2} T\text{pred}_k + \frac{1}{8} \|Z_k^T \nabla f_k + Z_k^T B_k s_k^\lambda\| \min[\Delta_k, \frac{\|Z_k^T \nabla f_k + Z_k^T B_k s_k^\lambda\|}{2b}]

- b_5 \|s_k\| \|h_k\| + \frac{r_k}{2} \text{Npred}_k.
$$

Since $c_1 \leq \frac{\epsilon}{3 \Delta^*}$, then $\|h_k\| \leq \frac{s}{3}$ and because the algorithm does not terminate, $\|Z_k^T \nabla f_k\| > \frac{3s}{3}$, and we obtain

$$
\|Z_k^T \nabla f_k + Z_k^T B_k s_k^\lambda\| \geq \|Z_k^T \nabla f_k\| - \|Z_k^T B_k Y_k\| \|u_k\|

\geq \frac{2s}{3} - b_0 \|h_k\| \geq \frac{2s}{3} - \frac{s}{3} = \frac{s}{3}.
$$

Hence, using $\|s_k\| \leq \sqrt{2} \Delta_k$, we have

$$
\text{Pred}_k \geq \frac{1}{2} T\text{pred}_k + \frac{\epsilon \Delta_k}{24} \min[\frac{\epsilon}{6 b \Delta^*}] - \sqrt{2} c_1 b_5 \Delta_k^2 + \frac{r_k}{2} \text{Npred}_k,

\geq \frac{1}{2} T\text{pred}_k + \left\{ \frac{\epsilon}{24} \min[\frac{\epsilon}{6 b \Delta^*}] - \sqrt{2} c_1 b_5 \Delta_k \right\} \Delta_k + \frac{r_k}{2} \text{Npred}_k.
$$
From (5.11), the quantity \( \frac{\xi}{2} \min \left[ 1, \frac{\varepsilon}{6\Delta_k} \right] - \sqrt{c_1 b_2 \Delta_k} \) is positive. Hence,

\[
P_{\text{pred}} \geq \frac{1}{2} T_{\text{pred}} + \frac{r_k}{2} N_{\text{pred}},
\]

which is the desired result. \( \square \)

From the proof of the above lemma, we see that the fourth term in (5.13) did not enter into the calculation. This implies that if we set \( r_k = \rho_k - 1 \) (see Scheme 3.4) inequality (5.12) remains valid. So, when \( \| h_k \| \leq c_1 \Delta_k \), the algorithm will not update the penalty parameter using (3.6). In other words, inequality (3.7) will always be satisfied.

**Lemma 5.6.** If the algorithm does not terminate, then any iteration at which \( \| h_k \| \leq c_1 \Delta_k \) satisfies

\[
P_{\text{pred}} \geq c_2 \Delta_k
\]

where \( c_1 \) is given by (5.11) and \( c_2 \) is a positive constant independent of \( k \).

**Proof.** When \( \| h_k \| \leq c_1 \Delta_k \), where \( c_1 \) is given by (5.11), then from Lemma 5.3 and Lemma 5.5, we have

\[
P_{\text{pred}} \geq \frac{1}{2} T_{\text{pred}} \geq \frac{1}{8} \left\| Z_k^T \nabla f_k + Z_k^T B_k s_k \right\| \min \left[ \Delta_k, \frac{\| Z_k^T \nabla f_k + Z_k^T B_k s_k \|}{2b} \right].
\]

But, since \( c_1 < \frac{6}{3\Delta_k} \), then \( \| h_k \| < \frac{\Delta_k}{3} \) and because the algorithm does not terminate, we have \( \frac{\| Z_k^T \nabla f_k \|}{2b} \geq \frac{2}{3} \). Thus, as in Lemma 5.5, we conclude that \( \| Z_k^T \nabla f_k + Z_k^T B_k s_k \| \geq \frac{2}{3} \). Hence,

\[
P_{\text{pred}} \geq \frac{\varepsilon}{24} \min \left[ 1, \frac{\varepsilon}{6\Delta_k} \right] \Delta_k.
\]

The result now follows if we set \( c_2 = \frac{\varepsilon}{24} \min \left[ 1, \frac{\varepsilon}{6\Delta_k} \right] \). \( \square \)

The following theorem shows that the algorithm is well defined in the sense that it will never loop ad infinitum without finding an acceptable step.

**Theorem 5.7.** Let the global assumptions hold. At any iteration \( k \) at which the penalty parameter \( r_k \) is bounded, either the termination condition of the algorithm will be met or an acceptable step will be found.

**Proof.** In the proof of this lemma we use the notation \( k^j \) to mean the \( j \)th unacceptable trial step of iteration \( k \).

If the termination condition of the algorithm is satisfied, then there is nothing to prove. Assume that the point \( (x_k, \lambda_k) \) does not satisfy the termination condition of the algorithm.

Suppose that at iteration \( k \) the algorithm loops infinitely without finding an acceptable step. Hence all the trial steps are rejected and we obtain, for all \( j \)

\[
(1 - \eta_1) < \left| \frac{A_{\text{red}}^{k^j}}{P_{\text{red}}^{k^j}} - 1 \right|.
\]

First, assume that \( \| h_{k^j} \| = 0 \). Therefore, for all \( j \) we have \( \| h_{k^j} \| \leq c_1 \Delta_{k^j} \), where \( c_1 \) is as in (5.11). In this case the penalty parameter remains the same. So, we have \( r_k = r_k \) is bounded for all \( j \).

On the other hand, from Lemmas 5.1 and 5.6, for any \( j \) such that \( \Delta_{k^j} > 0 \), we have

\[
\left| \frac{A_{\text{red}}^{k^j}}{P_{\text{red}}^{k^j}} - 1 \right| = \left| \frac{A_{\text{red}}^{k^j} - P_{\text{red}}^{k^j}}{P_{\text{red}}^{k^j}} \right| \leq \frac{b_4 r_k}{c_2} \Delta_{k^j}.
\]
As $j$ goes to infinity, $\Delta_k$ goes to zero and we get a contradiction with (5.15). So $j$ cannot go to infinity. But this contradicts the supposition that the algorithm loops infinitely without finding an acceptable step and means that, after finitely many rejected trial steps, an acceptable one will be found.

Now assume that $\|h_k\| > 0$. From (3.7), (5.2), and Lemma 5.1, we can write

$$\left| \frac{\bar{A}_{r_{k+1}}}{\bar{P}_{r_{k+1}}} - 1 \right| = \left| \frac{\bar{A}_{r_{k+1}} - \bar{P}_{r_{k+1}}}{\bar{P}_{r_{k+1}}} \right| \leq \frac{2b_4 \Delta_k^2}{\|h_k\| \min\left\{\|h_k\|, \frac{\tau \Delta_k}{b_0} \right\}}.$$

Here $\|h_k\| = \|h_k\| > 0$ is fixed. Therefore, for sufficiently large $j$, we have,

$$\min\{\|h_k\|, \frac{\tau \Delta_k}{b_0} \} = \frac{\tau \Delta_k}{b_0}.$$

Hence,

$$\left| \frac{\bar{A}_{r_{k+1}}}{\bar{P}_{r_{k+1}}} - 1 \right| \leq \frac{2b_4 \Delta_k}{\|h_k\| \Delta_k}.$$

As $j$ goes to infinity, $\Delta_k$ goes to zero and we get a contradiction with (5.15). So $j$ cannot go to infinity. Again this contradicts the supposition. Hence the supposition is wrong and the theorem is proved.

Under the assumption that the algorithm does not terminate, the above theorem is true at any iteration $k$ at which $r_k$ is bounded. In the following section we prove that the penalty parameter is bounded for all $k$. This will imply that Theorem 5.7 is true for all $k$.

5.2. The Behavior of the Penalty Parameter. In our analysis of the penalty parameter, the sequences $\{\rho_k\}$ and $\{\bar{\rho}_k\}$ are used. For their definitions see Scheme 3.4.

Our goal is to prove that there exists a constant $\rho_*$ and an integer $\bar{k}$ such that $r_k = \rho_*$ for all $k \geq \bar{k}$. To this end, we will prove the following. First we will prove that $\{\bar{\rho}_k\}$ is bounded. This of course will imply that $\{r_k\}$ and $\{\rho_k\}$ are bounded. Second we will show that $\{\rho_k\}$ is a non-decreasing sequence. We will also discuss the amount of increase in the sequence $\{\rho_k\}$. Finally we will show that the sequences $\{\rho_k\}$, $(r_k)$, $(\bar{\rho}_k)$ will attain the same value after finitely many iterations. We start with the following lemma which we will use to conclude that $r_k$ is bounded.

Lemma 5.8. Under the global assumptions, the sequence $\{\bar{\rho}_k\}$ is bounded.

Proof. If the algorithm terminates, $\{\bar{\rho}_k\}$ is finite and trivially bounded. So, consider the case when the algorithm does not terminate. The proof is by contradiction. Suppose that the sequence $\{\bar{\rho}_k\}$ is not bounded. Then there exists an infinite sequence of indices $\{k_i\}$, such that

$$(5.16) \quad \bar{\rho}_{k_i} > \max\left\{ \frac{\sqrt{2b_4} (2b_1 + b_0 b + 2pb_3)}{\min(\tau, c_1 b_0)}, \bar{\rho}_1 \right\},$$

for all $k \in \{k_i\}$. Suppose that $m$ is the first index such that (5.16) holds. It is clear, using inequality (5.16), that $m \geq 2$.

The only possibility that $\bar{\rho}_m > \bar{\rho}_{m-1}$ is when $r_m > \bar{\rho}_{m-1}$ and this can only happen when $r_m$ is updated by (3.6). This implies that

$$r_m[\|h_m\|^2 - \|h_m + \nabla h_m s_m\|^2] = 2(Z^T \nabla f_m)^T v_m + s_m^T B_m Z_m v_m + 2(\lambda_{m+1} - \lambda_m)^T (h_m + \frac{1}{2} \nabla h_m s_m) + \rho [\|h_m\|^2 - \|h_m + \nabla h_m s_m\|^2].$$
Using (5.4) and the fact that $2(Z^T B_m s_m)^T v_m + v_m^T Z^T B_m Z_m v_m \leq 0$, we can write

$$r_m ||h_m|| \min \left[ \frac{\tau_{\Delta_m}}{b_0}, ||h_m|| \right] \leq 2||\lambda_{m+1} - \lambda_m|| ||h_m|| + \frac{1}{2} \nabla h_m^T s_m || + ||Y^T B_m Z_m|| ||u_m|| ||v_m|| - 2 \rho h_m^T \nabla h_m^T s_m.$$  

Using (4.1), (4.2), (4.3), (4.5) and the fact that $||h_k + \frac{1}{2} \nabla h_k^T s_k|| \leq ||h_k||$, we can write

$$r_m ||h_m|| \min \left[ \frac{\tau_{\Delta_m}}{b_0}, ||h_m|| \right] \leq (2b_1 + bb_0 + 2 \rho b_3) ||h_m|| ||s_m||.$$  

If we use the above inequality together with the fact that $r_k$ is updated by (3.6) only when $||h_k|| > c_1 \Delta_k$, we obtain

$$r_m \leq \frac{\sqrt{2}b_0 (2b_1 + bb_0 + 2 \rho b_3)}{\text{min}(\tau, c_1b_0)}.$$  

This result together with the fact that $\bar{p}_{m-1}$ does not satisfy (5.16) imply that $\bar{p}_m$ does not satisfy (5.16). This contradicts the supposition that $m$ is the first index such that (5.16) is satisfied and means that there is no such $m$. Hence the sequence $\bar{p}_k$ is bounded. \(\square\)

From the definition of $\{\bar{p}_k\}$ and the last lemma, it follows directly that the sequences $\{r_k\}$ and $\{\bar{p}_k\}$ are bounded.

**Lemma 5.9.** The sequence $\{\bar{p}_k\}$ is monotonically nondecreasing.

**Proof.** From the way of updating the penalty parameter $r_k$ we always have, for all $k$, $\bar{p}_{k-1} \leq r_k$ and since $\bar{p}_k = \min\{r_k, r_{k-1}, ..., r_{k-N+1}\}$, then we must have $\bar{p}_{k-1} \leq \bar{p}_k$ which means that the sequence $\{\bar{p}_k\}$ is monotonically non-decreasing. \(\square\)

Now we argue that $\{\bar{p}_k\}$ will increase in a finite number of iterations until it reaches its upper bound. In other words, there exists an integer $\bar{k}$ such that $\bar{p}_k = \bar{p}_{\bar{k}}$ for all $k \geq \bar{k}$.

First of all, we study the possible increase in $r_k$ over $\bar{p}_{k-1}$. In other words, if there is an increase in $r_k$ over $\bar{p}_{k-1}$, how much is this increase? If $r_k$ is increased over $\bar{p}_{k-1}$, it will increase through one of the following three possibilities:

1) It will be increased by at least $\rho$ if it is increased according to (3.6) regardless of the result in equation (3.5) of Scheme 3.4.

2) It will be increased by at least $\rho$ if $\bar{p}_{k-1} + \rho \leq \bar{p}_k$ regardless of the result in the "if" statement of Scheme 3.4.

3) It will be increased by at least $(\bar{p}_{k-1} - \bar{p}_{k-1})$ if $\bar{p}_{k-1} < \bar{p}_{k-1} + \rho > \bar{p}_{k-1}$. Notice that the amount $(\bar{p}_{k-1} - \bar{p}_{k-1})$ can be very small so that, if at each iteration the penalty parameter increases by this amount, it seems that the algorithm may take infinitely many iterations without $\{\bar{p}_k\}$ reaching its upper bound. Later on we will show that this situation can not happen.

Also, we notice that, for $\bar{p}_{k-1} < \bar{p}_{k-1}$ we always have $\bar{p}_{k-1} < r_k$ which means a possible increase in $\bar{p}_{k-1}$ to $r_k$.

Finally, we notice that, the only possibility that $r_k = \bar{p}_{k-1}$ is when $\bar{p}_{k-1} = \bar{p}_{k-1}$ and $\bar{p}_{k-1}$ satisfies (3.7). In this case $\bar{p}_{k-1} = r_k = \bar{p}_{k-1}$ which will imply $\bar{p}_k = r_k = \bar{p}_{k}$. Define the following three sets of indices:

$I = \{ k : \bar{p}_{k-1} + \rho \leq \bar{p}_{k-1} \}$. 


\[ J = \{ k : \bar{\rho}_{k-1} < \bar{\rho}_{k-1} \text{ but } \bar{\rho}_{k-1} + \rho > \bar{\rho}_{k-1} \} \].

\[ K = \{ k : \bar{\rho}_{k-1} = \bar{\rho}_{k-1} \}. \]

The following propositions can be easily verified.

Proposition 1.
If \( k + 1 \in I \) then \( \bar{\rho}_{k+N} \geq \bar{\rho}_k + \rho \).

Proposition 2.
If \( k \in K \) then either \( k + 1 \in K \), or \( k + 1, ..., k + N - 1 \in I \).

Proposition 3.
If \( k \in J \) then either \( k + 1 \in J \), or \( k + 1 \in K \), or \( k + 1, ..., k + N - 1 \in I \).

Proposition 4.
If \( k, k+1, ..., k+N-1 \in J \), then \( k+N \in K \), or \( k+N, ..., k+2N-2 \in I \).

It is easy to see that (in the worst case) every \( 2N - 1 \) consecutive iterations at which the sequence \( \{\bar{\rho}_k\} \) increases, it will increase by at least \( \rho \). Thus, because \( \{\bar{\rho}_k\} \) is bounded, the sequence \( \{\bar{\rho}_k\} \) will take only a finite number of iterations to attain its upper bound.

**Lemma 5.10.** If the algorithm does not terminate, then there exists a positive integer \( k_2 \) and a constant \( r_\ast > 0 \) such that, for all \( k \geq k_2 \), \( r_k = r_\ast \).

**Proof.** We notice that, because of Lemma 5.8, after finite number of iterations \( k_1 \) inequality (3.7) will be satisfied for all \( k \geq k_1 \). This implies that there exists an integer \( k_2 > k_1 \) such that \( \bar{\rho}_k = \bar{\rho}_k \) for all \( k \geq k_2 \). However, from the way of updating \( r_k \), this will imply that \( \bar{\rho}_k = r_k = \bar{\rho}_k \) for all \( k \geq k_2 \). This implies \( r_k = r_\ast \) for all \( k \geq k_2 \).

\[ \{\Delta_k\} \]

**5.3. The Main Global Results.** We show that the algorithm always terminates. This is shown in two steps: First, it is shown that if the algorithm would not terminate, then \( \lim_{k \to \infty} ||h_k|| = 0 \). Second, it is shown that if the algorithm would not terminate, then \( \liminf_{k \to \infty} ||Z_k^T \nabla f_k|| = 0 \). Thus for each \( \epsilon > 0 \) there exists \( k_0 \) such that \( ||h_{k_0}|| + ||Z_{k_0}^T \nabla f_{k_0}|| < \epsilon \).

The following lemma is crucial in proving that the algorithm will converge to a feasible point. Intuitively speaking, it shows that the trust region will not collapse to a point as long as \( ||h_k|| \) is bounded away from zero.

**Lemma 5.11.** Let the global assumptions hold. If the sequence of iterates generated by the algorithm is bounded away from the feasible region, i.e. \( ||h_k|| > \epsilon_0 \), for some fixed positive constant \( \epsilon_0 \) and for all \( k \), then there exists a constant \( \epsilon_3 > 0 \), such that, for all \( k \)

\[ (5.17) \quad \Delta_k \geq \epsilon_3. \]

**Proof.** The proof is by contradiction. Suppose that \( \{\Delta_k\} \) is not bounded away from zero, then there exists a sequence of indices \( \{k_j\} \) such that

\[ (5.18) \quad \Delta_k \leq \frac{a_1b_0\sigma_1}{\tau}(1 - \eta_2), \]

for all \( k \in \{k_j\} \), where \( \sigma_1 = \min\{\epsilon_0, \frac{\tau \Delta_k}{a_1b_0(1-\eta_2)}, \frac{\tau^2 \sigma_0}{2\sqrt{2a_1b_0}}\} \).

Let \( m \) be the first integer such that (5.18) holds. It is clear from the definition of \( \sigma_1 \) that \( \sigma_1 \leq \frac{\tau \Delta_k}{a_1b_0(1-\eta_2)} \), which implies that \( m \geq 2 \).

Using (5.18) and the way of updating \( \Delta_k \), we can write

\[ (5.19) \quad \frac{\tau \|s_{m-1}\|}{\sqrt{2b_0}} \leq \frac{\tau \|s_{m-1}\|}{b_0} \leq \frac{\tau \Delta_m}{a_1b_0} \leq \sigma_1(1 - \eta_2) \leq \sigma_1 \leq \epsilon_0, \]
where \( s_{m_{j-1}} \) is the last rejected step, just before finding an acceptable one and moving to the point \((x_{m_j}, \lambda_m)\). Here \( s_{m_{j-1}} = s_{m-1} \) if there is no rejected ones between \( s_{m-1} \) and \( s_m \). We obtain from (5.3), that

\[
\text{Pred}_{m_{j-1}} \geq \frac{r_{m_{j-1}} \varepsilon_0}{2} \min \{ \varepsilon_0, \frac{\tau \Delta_{m_{j-1}}}{b_0} \} \geq \frac{r_{m_{j-1}} \varepsilon_0 \tau \|s_{m_{j-1}}\|}{2\sqrt{2}b_0}.
\]

On the other hand, from (5.1),

\[
|\text{Ared}_{m_{j-1}} - \text{Pred}_{m_{j-1}}| \leq r_{m_{j-1}}b_4\|s_{m_{j-1}}\|^2.
\]

From (5.19), (5.20), and the above inequality, we have

\[
\frac{|\text{Ared}_{m_{j-1}} - \text{Pred}_{m_{j-1}}|}{\text{Pred}_{m_{j-1}}} \leq \frac{2\sqrt{2}b_4b_0}{\tau \varepsilon_0}\|s_{m_{j-1}}\| \leq \frac{2\sqrt{2}b_4b_0^2\sigma_1(1 - \eta_2)}{\tau^2 \varepsilon_0} \leq (1 - \eta_2).
\]

The above inequality implies that the step \( s_{m_{j-1}} \) was an acceptable step, i.e. \( s_{m_{j-1}} = s_{m-1} \). It also implies that \( \Delta_{m_{j-1}} \leq \Delta_m \) and means that \( \Delta_{m_{j-1}} \) satisfies (5.18). This contradicts the supposition that \( m \) is the first integer such that (5.18) holds. Therefore, there is no integer \( k \) such that (5.18) holds. Hence the lemma is proved. \( \Box \)

The following theorem proves that under the global assumptions, either the algorithm satisfies its termination condition, or it converges to a feasible point.

**Theorem 5.12.** Let the global assumptions hold. If all members of the sequence of iterates generated by the algorithm fail to satisfy the termination condition, then

\[
\lim_{k \to \infty} \|h_k\| = 0.
\]

**Proof.** We prove the theorem in two steps: First, we show that \( \liminf_{k \to \infty} \|h_k\| = 0 \), then we use this result to prove the theorem.

Assume there is an \( \varepsilon_1 > 0 \) such that \( \|h_k\| \geq \varepsilon_1 \), for all \( k \). For any \( k \), we have

\[
\Phi_k - \Phi_{k+1} = \text{Ared}_k \geq \eta \frac{\tau \Delta_k}{b_0} \|h_k\| \min \left\{ \frac{\tau \Delta_k}{b_0}, \|h_k\| \right\}.
\]

Since \( \{\Phi_k\} \) is bounded below, \( \Phi_{k+1} < \Phi_k \), for all \( k \geq k_2 \), where \( k_2 \) is as in Lemma 5.10 and \( \|h_k\| \geq \varepsilon_1 \) for all \( k \), it follows that

\[
\liminf_{k \to \infty} \Delta_k = 0.
\]

On the other hand, because \( \|h_k\| \geq \varepsilon_1 \) for all \( k \), Lemma 5.11 implies the existence of a constant \( \varepsilon_3 \), such that \( \Delta_k > \varepsilon_3 \) for all \( k \) which is a contradiction with the above limit. Therefore, the assumption \( \|h_k\| \geq \varepsilon_1 \) for all \( k \) has led to a contradiction. Hence

\[
\liminf_{k \to \infty} \|h_k\| = 0.
\]

This result shows that at least one subsequence of \( \{x_k\} \) will converge to a feasible point.

Now we will show that every subsequence will converge to a feasible point. Suppose that there exists a subsequence \( \{k_j\} \) of indices such that \( \|h_{k_j}\| > \varepsilon_1 \). Because
of this and (5.22) we may select two subsequences \( \{k_j\} \) and \( \{l_j\} \) as follows: Let \( \{k_j\} \subset \{k'_j\} \) and for each \( j \) we select an \( l_j \), such that

\[
l_j = \max\{l \in [k_j, k_{j+1}) : \|h_l\| > \frac{\varepsilon_1}{2}, \ k_j \leq i \leq l\}, \text{ and } \|h_{l_j+1}\| < \frac{\varepsilon_1}{2}.
\]

From (5.21), for all iterates \( l \) such that \( k_j \leq l \leq l_j, j = 1, 2, \ldots \), we have

\[
\Phi_l - \Phi_{l+1} \geq \frac{\eta_1\varepsilon_1}{4} \min\left[\frac{\tau\Delta_k}{b_0}, \frac{\varepsilon_1}{4}\right].
\]

From the above inequality, it follows that

\[
\Phi_{k_j} - \Phi_{l_j+1} = \sum_{l=k_j}^{l_j} (\Phi_l - \Phi_{l+1}) \geq \frac{\eta_1\varepsilon_1}{4} \sum_{l=k_j}^{l_j} \min\left[\frac{\tau\Delta_l}{b_0}, \frac{\varepsilon_1}{4}\right].
\]

This implies \( \sum_{l=k_j}^{l_j} \Delta_l \to 0 \). But

\[
\sum_{l=k_j}^{l_j} \Delta_l \geq \sum_{l=k_j}^{l_j} \frac{||s_l||}{\sqrt{2}} \geq \frac{1}{2} ||x_{k_j} - x_{l_j+1}||.
\]

So, as \( j \to \infty, ||x_{k_j} - x_{l_j+1}|| \to 0 \). This implies that there exists an integer \( k_3 \) sufficiently large such that \( ||x_{k_j} - x_{l_j+1}|| \leq \frac{\varepsilon_1}{2\gamma} \), where \( \gamma = \max(b_2, 1) \). Now, using (4.4), we have

\[
||h_{k_j}|| \leq ||h_{k_j} - h_{l_j+1}|| + ||h_{l_j+1}|| \leq \frac{b_2\varepsilon_1}{2\gamma} + \frac{\varepsilon_1}{2} \leq \varepsilon_1
\]

for all \( k_j \) sufficiently large which is a contradiction.

So the supposition that \( ||h_{k_j}|| > \varepsilon_1 \) has led to a contradiction. Hence, the supposition is wrong and the theorem is proved. \( \square \)

The following lemma is needed in the proof of Theorem 5.14. It proves that under the assumption that the algorithm does not terminate, if \( ||Z_k^T \nabla f_k|| \) is bounded away from zero, then the trust-region radius will be bounded away from zero.

**Lemma 5.13.** Let the global assumptions hold. If all members of the sequence of iterates generated by the algorithm fail to satisfy the termination condition and satisfy \( ||Z_k^T \nabla f_k|| > \varepsilon_2 \), for some fixed constant \( \varepsilon_2 > 0 \), then

\[
\Delta_k \geq c_4
\]

where \( c_4 \) is a positive constant independent on \( k \).

**Proof.** Since the algorithm does not terminate, then from Theorem 5.12, \( ||h_k|| \to 0 \). Hence there exists \( k_4 \) sufficiently large, such that, for all \( k \geq k_4 \), we have

\[
||h_k|| \leq \min\left\{ \frac{\varepsilon_2}{2b_0}, \frac{\varepsilon_2}{16\sqrt{2b_5}} \min[1, \frac{\varepsilon_2}{4b\Delta_k} ] \right\}.
\]

Now, using (5.24), we can write

\[
||Z_k^T \nabla f_k + Z_k^T B_k \varepsilon_k^2 || \geq ||Z_k^T \nabla f_k|| - b_b ||h_k|| \geq \frac{\varepsilon_2}{2}.
\]
From Lemma 5.3, Lemma 5.4, and the above inequality, we can write

$$\text{Pred}_k \geq \frac{1}{2} T \text{Pred}_k + \left\{ \frac{\varepsilon_2}{16} \min \left[ 1, \frac{\varepsilon_2}{4b \Delta_k} \right] - \sqrt{2} b_5 \| h_k \| \right\} \Delta_k.$$ 

Again, by using (5.24), we obtain

$$\text{Pred}_k \geq \frac{1}{2} T \text{Pred}_k \geq \frac{1}{8}\|Z_k^T \nabla f_k + Z_k^T B_k \Delta_k\| \min \left[ \frac{\|Z_k^T \nabla f_k + Z_k^T B_k \Delta_k\|}{2b}, \Delta_k \right].$$

Hence, for all $k \geq k_4$, we have

$$\text{Pred}_k \geq \frac{\varepsilon_2}{16} \min \left[ \Delta_k, \frac{\varepsilon_2}{4b} \right]. \tag{5.25}$$

The rest of the proof is by contradicting (5.23). Suppose that $\{\Delta_k\}$ is not bounded away from zero. Then there exists a sequence of indices $\{k_j\}$ such that

$$\Delta_k < a_1 \sigma_2 (1 - \eta_2), \tag{5.26}$$

for all $k \in \{k_j\}$, where

$$\sigma_2 = \min \left\{ \frac{\varepsilon_2}{4b}, \frac{\varepsilon_2}{16 \sqrt{2} r_4 b_4}, \frac{\Delta_k}{a_1 (1 - \eta_2)} \right\}.$$

Let $m$ be the first integer such that (5.26) holds. It is clear that $m \geq k_4 + 1$. Using (5.26), then from the way of updating $\Delta_k$, we can write

$$\frac{\|s_{m-1}\|}{\sqrt{2}} \leq \|s_{m-1}\| \leq \frac{\Delta_m}{a_1} < \sigma_2 (1 - \eta_2) \leq \sigma_2 \leq \frac{\varepsilon_2}{4b}, \tag{5.27}$$

where $s_{m-1}$ is the last rejected step, just before finding an acceptable one and moving to the point $(x_{m}, \lambda_m)$. Observe that $s_{m-1} = s_{m-1}$ if there is no rejected ones between $s_{m-1}$ and $s_m$. We obtain from (5.25) and (5.27), that

$$\text{Pred}_{m-1} \geq \frac{\varepsilon_2}{16 \sqrt{2}} \|s_{m-1}\| \tag{5.28}$$

From (5.1), we have

$$|\text{Ared}_{m-1} - \text{Pred}_{m-1}| \leq \tau_k b_3 \|s_{m-1}\|^2$$

By using the above inequality and (5.28), we obtain

$$\frac{|\text{Ared}_{m-1} - \text{Pred}_{m-1}|}{\text{Pred}_{m-1}} \leq \frac{\sqrt{2} \tau_k b_4 \|s_{m-1}\|}{\varepsilon_2} \leq \frac{16 \sqrt{2} \tau_k b_4 \sigma_2 (1 - \eta_2)}{\varepsilon_2} \leq (1 - \eta_2).$$

The above inequality implies that the step $s_{m-1}$ was an acceptable one. i.e $s_{m-1} = s_{m-1}$. It also implies that $\Delta_{m-1} \leq \Delta_m$ and means that $m - 1$ satisfies (5.26). This contradicts the supposition that $m$ is the first integer such that (5.26) holds. Therefore, there is no integer $k$ such that (5.26) holds. Hence the lemma is proved. \quad \Box

The following theorem proves that under the global assumptions, if each member of the sequence of iterates generated by the algorithm does not satisfy the termination
condition of the algorithm, then there exists a subsequence \( \{x_k\} \) of these iterates for which \( \|Z_k^T \nabla f_k\| \) converges to zero.

**Theorem 5.14.** Let the global assumptions hold. If all members of the sequence of iterates generated by the algorithm fail to satisfy the termination condition, then

\[
\liminf_{k \to \infty} \|Z_k^T \nabla f_k\| = 0.
\]

**Proof.** The proof is by contradiction. Suppose that there exists an \( \varepsilon_3 > 0 \) such that \( \|Z_k^T \nabla f_k\| \geq \varepsilon_3 \) for all \( k \). As in Lemma 5.13, there exists \( k_4 \) sufficiently large such that for all \( k \geq k_4 \), we have

\[
Pred_k \geq \frac{\varepsilon_3}{16} \min[\Delta_k, \frac{\varepsilon_3}{4b}].
\]

On the other hand, for all \( k \geq k_2, r_k = r_\star \). Hence, for \( k \geq \max\{k_4, k_2\} \), we have

\[
(5.29) \quad \Phi_k - \Phi_{k+1} = A r e d k \geq \eta_1 Pred_k \geq \frac{\eta_1 \varepsilon_3}{16} \min[\Delta_k, \frac{\varepsilon_3}{4b}].
\]

Since \( \Phi_k \) is bounded below and \( \Phi_{k+1} < \Phi_k \), for all \( k \geq \max\{k_4, k_2\} \), we have

\[
\liminf_{k \to \infty} \Delta_k = 0.
\]

On the other hand, because of the assumption that the algorithm does not terminate and that \( \|Z_k^T \nabla f_k\| \geq \varepsilon_3 \), for all \( k \), Lemma 5.13 implies the existence of a constant \( \bar{c}_4 \), such that \( \Delta_k > \bar{c}_4 \) for all \( k \). This contradicts the above limit. Therefore, the supposition \( \|Z_k^T \nabla f_k\| \geq \varepsilon_3 \), for all \( k \) has led to a contradiction. Hence the supposition is wrong and the lemma is proved. \( \Box \)

The above two theorems imply that under the global assumptions and the assumption that the algorithm does not terminate, the algorithm produces an infinite sequence of iterates \( \{x_k\} \) that satisfies

\[
(5.30) \quad \liminf_{k \to \infty} \left( \|h_k\| + \|Z_k^T \nabla f_k\| \right) = 0.
\]

This result contradicts the assumption that the algorithm does not terminate and means that the termination condition of the algorithm will be met after finitely many iterations.

Satisfying the termination condition by itself means that the point at which the algorithm terminates lies in a ball of radius \( \varepsilon \) and center at a stationary point \((x_\star, \lambda_\star)\).

In practice there is no difference between \( \liminf_{k \to \infty} \left( \|h_k\| + \|Z_k^T \nabla f_k\| \right) = 0 \) and \( \lim_{k \to \infty} \left( \|h_k\| + \|Z_k^T \nabla f_k\| \right) = 0 \). Both mean that the algorithm will terminate after finitely many iterations.

If the point \((x_\star, \lambda_\star)\) is not an isolated local minimizer that satisfies the second order sufficiency condition, then our analysis is stopped here. On the other hand, if the algorithm avoids the neighborhoods of stationary points that do not satisfy the second order sufficiency condition, then we remove the termination condition from the algorithm and proceed, in the following section, with the local analysis.

6. The Local Analysis. In this section, in addition to the global assumptions, we add the following assumption:

**Local Assumption A:**

We assume that the problem has a finite number of isolated local minimizers and each one satisfies the second order sufficiency condition.
We remove the termination condition from the algorithm and proceed with the analysis. Because there is no termination condition, Lemma 5.10 and theorems 5.12 and 5.14 are no longer valid. However, the global analysis still imply that given any \( \varepsilon > 0 \) there exists a ball \( B_{\varepsilon}(\bar{x}, \bar{\lambda}) \) of radius \( \varepsilon \) and center \( (\bar{x}, \bar{\lambda}) \), where \( (\bar{x}, \bar{\lambda}) \) is a stationary point of the problem, such that the sequence of iterates generated by the algorithm is not bounded away from this ball. I. e. for some \( k \) sufficiently large, we have \( (x_k, \lambda_k) \in B_{\varepsilon}(\bar{x}, \bar{\lambda}) \).

The local analysis of our algorithm is presented in three sections. In Section 6.1 we study the behavior of the penalty parameter after removing the termination condition from the algorithm. In Section 6.2, we prove that the sequence of iterates \( \{(x_k, \lambda_k)\} \) converges to a local minimizer \( (x_*, \lambda_*) \). Section 6.3 is devoted to studying the local rate of convergence of our algorithm. We show that our globalization strategy will not disrupt the fast local rate of convergence.

If the point \( (x_*, \lambda_*) \) satisfies the second order sufficiency condition (see Section 1), then by the continuity assumption, there exists a neighborhood \( \mathcal{N}(x_*, \lambda_*) \) of \( (x_*, \lambda_*) \) such that \( Z(x)^T \nabla^2 f(x, \lambda) Z(x) > 0 \), for all \( (x, \lambda) \in \mathcal{N}(x_*, \lambda_*) \).

6.1. The Local Behavior of The Penalty Parameter. In this section, we prove technical lemmas needed to study the local behavior of the penalty parameter. At the end of this section we prove that, under the Global Assumptions and Assumption A, the penalty parameter is bounded.

The point \( (x_*, \lambda_*) \) is used in this section to mean a stationary point of the problem that satisfies the second order sufficiency condition and \( \mathcal{N}(x_*, \lambda_*) \) is used to mean a neighborhood of \( (x_*, \lambda_*) \) such that \( Z(x)^T \nabla^2 f(x, \lambda) Z(x) > 0 \), for all \( x \in \mathcal{N}(x_*, \lambda_*) \).

**Lemma 6.1.** If \( (x_k, \lambda_k) \in \mathcal{N}(x_*, \lambda_*) \), there exists a positive constant \( c_1 \), such that

\[
\|Z_k^T \nabla f_k + Z_k^T B_k s_k^0\| \geq c_1 \|v_k\|.
\]

**Proof.** Since \( (x_k, \lambda_k) \in \mathcal{N}(x_*, \lambda_*) \) then \( Z_k^T B_k Z_k \) is positive definite. Hence, there exists a positive constant \( c_1 \) such that, for all \( k \) sufficiently large \( c_1 \|v_k\|^2 \leq v_k^T Z_k^T B_k Z_k v_k \). Now, since

\[
v_k^T Z_k^T B_k Z_k v_k \leq -(Z_k^T \nabla f_k + Z_k^T B_k s_k^0)^T v_k,
\]

we can write

\[
(6.1) \quad c_1 \|v_k\| \leq \|Z_k^T \nabla f_k + Z_k^T B_k s_k^0\|.
\]

This completes the proof. \( \square \)

**Lemma 6.2.** If \( (x_k, \lambda_k) \in \mathcal{N}(x_*, \lambda_*) \) is such that \( \|h_k\| \leq c_2 \|s_k\| \) where \( 0 < c_2 \leq \frac{1}{2b_0} \) and \( b_0 \) is as in (4.2), then

\[
\|Z_k^T \nabla f_k + Z_k^T B_k s_k^0\| \geq \frac{c_1}{2} \|s_k\|.
\]

**Proof.** Since \( \|u_k\| + \|v_k\| \geq \|s_k\| \), then by using (4.2) and (6.1), we obtain

\[
e_1 b_0 \|h_k\| + \|Z_k^T \nabla f_k + Z_k^T B_k s_k^0\| \geq c_1 \|s_k\|.
\]

When \( \|h_k\| \leq c_2 \|s_k\| \), we have

\[
\|Z_k^T \nabla f_k + Z_k^T B_k s_k^0\|_2 \geq c_1 (1 - c_2 b_0) \|s_k\|.
\]
Using $e_2 \leq \frac{1}{2} \epsilon$, we obtain the desired result. □

**Lemma 6.3.** If $(x_k, \lambda_k) \in \mathcal{N}(x_*, \lambda_*)$ is such that $\|h_k\| \leq e_3 \|s_k\|$ where $e_3$ is a positive constant that satisfies:

\[
e_3 \leq \min\{e_2, \frac{e_1 \min(4b, \sqrt{2}e_1)}{64\sqrt{2}bb_5}\},
\]

where $b$ is as in (4.1), $b_5$ is as in Lemma 5.4, $e_1$ is as in Lemma 6.1, and $e_2$ is as in Lemma 6.2, then

\[
\text{Pred}_k \geq \frac{1}{2} T\text{pred}_k + \frac{r_k}{2} N\text{pred}_k.
\]

**Proof.** From Lemma 5.3 and Lemma 5.4, we have

\[
\text{Pred}_k \geq \frac{1}{2} T\text{pred}_k + \frac{1}{8} \|Z_k^T \nabla f_k + Z_k^T B_k s_k\| \min\{\Delta_k, \frac{\|Z_k^T \nabla f_k + Z_k^T B_k s_k\|}{2b}\} - b_5 \|s_k\| \|h_k\| + \frac{r_k}{2} N\text{pred}_k.
\]

Now, since $\|h_k\| \leq e_3 \|s_k\|$ and $e_3 \leq e_2$ then by using Lemma 6.2 we have $\|Z_k^T \nabla f_k + Z_k^T B_k s_k\| \geq \frac{e_1}{4} \|s_k\|$, and using (6.2), we obtain

\[
\frac{1}{8} \|Z_k^T \nabla f_k + Z_k^T B_k s_k\| \min\{\Delta_k, \frac{\|Z_k^T \nabla f_k + Z_k^T B_k s_k\|}{2b}\} - b_5 \|s_k\| \|h_k\| \geq \{\frac{e_1}{16} \min\{\frac{1}{\sqrt{2}}, \frac{1}{4b}\} - b_5 e_3\} \|s_k\|^2 \geq 0.
\]

The remainder of the proof follows immediately. □

From the proof of the above lemma we see that, if $\|h_k\| \leq e_3 \|s_k\|$, then the second term in (6.4) will cancel the third term and the fourth term need never enter into the calculation. This implies that if we set $r_k = \rho_{k-1}$, (see Scheme 3.4), inequality (6.3) remains valid. In this case the algorithm will not update $r_k$ using (3.6) because inequality (3.7) will be satisfied.

**Lemma 6.4.** If for all $k$, $(x_k, \lambda_k) \in \mathcal{N}(x_*, \lambda_*)$, then $r_k \leq r^*$, where $r^*$ is a positive constant that does not depend on $k$.

**Proof.** First we follow a proof similar to the proof of Lemma 5.8. We demonstrate the boundedness of the sequence $\{\tilde{r}_k\}$. The rest of the proof follows because, for all $k$, $r_k \leq \tilde{r}_k$. □

**Lemma 6.5.** Under the global and the local assumptions, the sequence $r_k$ is bounded.

**Proof.** Because we have a finite number, $p$ say, of local minimizers that satisfies the second order sufficiency condition (see Assumption A), we can find a radius $\epsilon$, such that $B_{\epsilon}(x^*, \lambda^*) \subset \mathcal{N}(x^*, \lambda^*)$, for $i = 1, 2, ..., p$.

Now consider the set $B_{\epsilon} = \bigcup_{i=1}^{p} B_{\epsilon}(x^*_i, \lambda^*_i)$. If any iterate $k$ is such that $(x_k, \lambda_k) \notin B_\epsilon$ then from the global analysis, there exists a constant $\bar{r}_k$ such that, $r_k \leq \bar{r}_k$. Observe that $\bar{r}_k$ depends on $\epsilon$. Here $\epsilon$ is fixed. On the other hand, if $(x_k, \lambda_k) \in B_\epsilon$ then from Lemma 6.4, there exists a constant $\bar{r}^*$, such that $r_k \leq \bar{r}_k$. Now take $\tau = \max(\bar{r}_k, \bar{r}^*)$, we can see that the sequence $\{r_k\}$ is bounded by $\tau$. □

Now we follow the argument that comes immediately after the proof of Lemma 5.9, and then follow the proof of Lemma 5.10, we conclude that there exists an integer $k$ such that for all $k \geq k$ the sequence of penalty parameters reaches its upper bound.
In the following section we study the sequence of points \( \{(z_k, \lambda_k)\} \) generated by the algorithm after the penalty parameter reaches its upper bound.

Without loss of generality we may assume that the sequence of penalty parameters is independent of \( k \).

### 6.2. First Order Convergence

From the global analysis, there exists a subsequence of points \( \{(z_{k^*}, \lambda_{k^*})\} \) generated by the algorithm, such that \( (z_k, \lambda_k) \in \mathcal{N}(z_*, \lambda_*) \), for all \( k \in \{k_j\} \).

Consider the level sets \( \mathcal{L}_k = \{(z, \lambda) : \Phi(z, \lambda, r) \leq \Phi(z_k, \lambda_k, r)\} \). There exists an integer \( k \) sufficiently large, such that \( \mathcal{L}_k \subset \mathcal{N}(z_*, \lambda_*) \).

The following lemma proves that there exists an index \( k \) such that all the subsequent iterates generated by the algorithm will never leave the level set \( \mathcal{L}_k \).

**Lemma 6.6.** Under the global and the local assumptions, there exists an index \( k \) sufficiently large, such that \( (z_k, \lambda_k) \in \mathcal{L}_k, \) for all \( k > k \).

**Proof.** From the global analysis and the local assumption A, there exists an index \( k \) such that \( \mathcal{L}_k \subset \mathcal{B}_r \).

The proof now is by contradiction. Suppose that some iterates leave the set \( \mathcal{L}_k \).

Let \( m+1 \) be the first iterate that leaves the set. Therefore, \( (z_m, \lambda_m) \in \mathcal{L}_k \) and \( (z_{m+1}, \lambda_{m+1}) \notin \mathcal{L}_k \). Since \( s_m \) is an acceptable step, then we have

\[
\Phi_m - \Phi_{m+1} = \text{Ared}_m \geq \eta \text{Pre}_{m} \geq 0.
\]

Then \( \Phi_m \geq \Phi_{m+1} \). This implies that \( (z_{m+1}, \lambda_{m+1}) \notin \mathcal{L}_k \). This gives a contradiction.

Hence the lemma is proved. \( \square \)

**Theorem 6.7.** Under the global and the local assumptions, the algorithm will generate points that satisfy

\[
\lim_{k \to \infty} \|h_k\| = 0.
\]

**Proof.** The proof is similar to the proof of Theorem 5.12. \( \square \)

**Theorem 6.8.** Under the global and the local assumptions, we have

\[
\lim_{k \to \infty} \|Z_k^T \nabla f_k\| = 0.
\]

**Proof.** First we follow a proof similar to the proof of theorem 5.14. We demonstrate

\[
\begin{equation}
\lim \inf_{k \to \infty} \|Z_k^T \nabla f_k\| = 0.
\end{equation}
\]

The rest of the proof will follow by contradiction. Suppose there exists a subsequence of indices \( \{k_j\} \) such that \( k_j \geq k \), where \( k \) is as in Lemma 6.6, and \( \|Z_k^T \nabla f_k\| > \sigma_1 \) for all \( k \in \{k_j\} \), where \( \sigma_1 > 0 \).

Take an iterate \( k' \in \{k_j\} \) sufficiently large such that for all \( k \geq k' \), we have

\[
\begin{equation}
\|h_k\| \leq \min\{\frac{\sigma_1}{2\delta_0}, \frac{\sigma_1}{16\sqrt{2b_5}} \min[1, \frac{\sigma_1}{4b_\delta}]\}.
\end{equation}
\]

For some \( \beta > 0 \) and any \( x \in \Omega \), we have

\[
\begin{align*}
\|Z(x)^T \nabla f(x)\| & \geq \|Z_k^T \nabla f_k\| - \|Z(x)^T \nabla f(x) - Z_k^T \nabla f_k\| \\
& \geq \|Z_k^T \nabla f_k\| - \beta \|x - x_k\|.
\end{align*}
\]
This implies that 
\[ \| Z(x)^T \nabla f(x) \| \geq \frac{1}{2} \| Z_k^T \nabla f_k \| > \frac{\sigma_1}{2} \]
holds for every \( x \in \Omega \) that satisfies
\[ \| x - x_k \| \leq \frac{\| Z_k^T \nabla f_k \|}{2\beta} . \]

Therefore, take \( \sigma_2 = \frac{\| Z_k^T \nabla f_k \|}{2\beta} \) and consider the ball \( U_{\sigma_2} = \{ x : \| x - x_k \| \leq \sigma_2 \} \). For all \( k \geq k' \) such that \( x_k \in U_{\sigma_2} \), we have \( \| Z_k^T \nabla f_k \| > \frac{\sigma_1}{4} \). As in Lemma 5.13 (because of (6.6)), we have, for all \( k \geq k' \)
\[ \| Z_k^T \nabla f_k + Z_k^T B_k s_k^k \| > \frac{\sigma_1}{4} \]
and
\[ \text{Pred}_k \geq \frac{1}{8} \| Z_k^T \nabla f_k + Z_k^T B_k s_k^k \| \min(\Delta_k, \frac{\| Z_k^T \nabla f_k + Z_k^T B_k s_k^k \|}{2b}) . \]

This implies that for any iterate \( k \geq k' \) that lies inside the ball, we have
\[ \text{Pred}_k > \frac{\sigma_1}{32} \min[\Delta_k, \frac{\sigma_1}{8b}] . \]

Because of (6.5), the iterates, for all \( k \geq k' \), can not stay in this ball. Let \( l + 1 \) be the first integer greater than \( k' \) such that the point \( x_{l+1} \) does not lie inside the ball \( U_{\sigma_2} \). Hence,
\[ \Phi_{k'} - \Phi_{l+1} = \sum_{k=k'}^{l} (\Phi_k - \Phi_{k+1}) \geq \sum_{k=k'}^{l} \eta_l \text{Pred}_k \]
\[ \geq \sum_{k=k'}^{l} \frac{\eta_l \sigma_1}{32} \min[\Delta_k, \frac{\sigma_1}{8b}] . \]

Therefore,
\[ \Phi_{k'} - \Phi_{l+1} \geq \frac{\eta_l \sigma_1}{32} \min[\frac{\sigma_2}{\sqrt{2}}, \frac{\sigma_1}{8b}] . \]

Since \( \Phi_k \) is bounded below and is a decreasing sequence, \( \{ \Phi_k \} \) converges to some limit \( \Phi_* \). Taking the limit as \( l \) goes to infinity in inequality (6.7), we obtain
\[ \Phi_{k'} - \Phi_* \geq \frac{\eta_l \sigma_1}{32} \min[\frac{\sigma_2}{\sqrt{2}}, \frac{\sigma_1}{8b}] . \]

If we now take the limit as \( k' \) goes to infinity, we obtain
\[ 0 \geq \frac{\eta_l \sigma_1}{32} \min[\frac{\sigma_2}{\sqrt{2}}, \frac{\sigma_1}{8b}] , \]

which contradicts the fact that \( \sigma_1 > 0 \) and \( \sigma_2 > 0 \). Hence there is no such sequence and the lemma is proved. \( \Box \)
6.3. The Local Rate of Convergence. In this section we prove Lemma 6.9 which is needed in our analysis. Then we prove Lemma 6.10 which proves that under the global and the local assumptions, for \( k \) sufficiently large, all the trial steps will be accepted and the trust region will not be decreased. In Theorems 6.11 and 6.12, we study the local rate of convergence of our algorithm. We show that asymptotically the trust region will be inactive and hence the fast local rate of convergence will be maintained.

**Lemma 6.9.** Under the global and the local assumptions, there exists a positive constant \( \epsilon_4 \) independent of \( k \) such that

\[
P_{red_k} \geq \epsilon_4 \|s_k\|^2.
\]

**Proof.** If \( \|h_k\| \leq \epsilon_3 \|s_k\| \), where \( \epsilon_3 \) is as in (6.2), then using Lemmas 6.3 and 5.3

\[
P_{red_k} \geq \frac{1}{2} T_{pred_k} \geq \frac{1}{8} \|Z_k^T \nabla f_k + Z_k^T B_k s_k\| \min\left[\frac{\|s_k\|}{\sqrt{2}}, \frac{\|Z_k^T \nabla f_k + Z_k^T B_k s_k\|}{2b}\right].
\]

But, since \( \|Z_k^T \nabla f_k + Z_k^T B_k s_k\| \geq \frac{\epsilon_1}{2} \|s_k\| \), then

\[
P_{red_k} \geq \frac{\epsilon_1}{16} \min\left[\frac{1}{\sqrt{2}}, \frac{\epsilon_1}{4b}\right] \|s_k\|^2.
\]

On the other hand, when \( \|h_k\| > \epsilon_3 \|s_k\| \), from (5.3) and the fact that \( r \geq \rho_0 = 1 \), we have

\[
P_{red_k} \geq \frac{r}{2} \|h_k\| \min\left[\frac{\tau}{b_0}, \|h_k\|\right] \geq \frac{\epsilon_3}{2} \min\left[\frac{\tau}{\sqrt{2b_0}}, \epsilon_3\right] \|s_k\|^2.
\]

If we take \( \epsilon_4 = \min\left\{\frac{\epsilon_1}{16} \min[4b, \sqrt{2} \epsilon_1], \frac{\epsilon_3}{2} \min[\tau, \sqrt{2b_0} \epsilon_3]\right\} \), we obtain the desired result. \( \Box \)

We add to our local assumptions the following set of assumptions:

**Local Assumption B:**
\( \nabla^2 f \) is Lipschitz continuous in a neighborhood of the solution \( x_\star \).

**Local Assumption C:**
If an approximation to the exact Hessian is used, then for all \( k \), \( B_k \) satisfies:

\[
(6.8) \quad \lim_{k \to \infty} \frac{\|Z_k (B_k - \nabla^2 f_{x_\star}) s_k\|}{\|s_k\|} = 0.
\]

The above assumption is the Boggs-Tolle-Wang characterization of q-superlinear convergence of \( \{x_k\} \) to \( x_\star \). It is proved by Boggs, Tolle, and Wang (1982)[17] and Powell (1983)[17] that under the local assumptions, Algorithm 1.1 converges to \( x_\star \) q-superlinearly. On the other hand, if the exact Hessian is used, the local convergence rate is q-quadratic. (See Goodman (1985)[10]).

The following Lemma shows that, for all \( k \) large enough, the trust-region radius \( \Delta_k \) will not be decreased. i.e. the sequence \( \{\Delta_k\} \), for \( k \) large enough, will form a non-decreasing sequence.

**Lemma 6.10.** Under the global and the local assumptions, there exists an integer \( k_5 \) sufficiently large, such that for all \( k \geq k_5 \), we have

\[
\frac{A_{red_k}}{P_{red_k}} \geq \eta_2.
\]
AN ALGORITHM WITH A NON-MONOTONIC PENALTY PARAMETER

Proof. We have, using (2.1),

\[
\Phi(x_k + s_k, \lambda_k + r) = \Phi(x_k, \lambda_k + r) + \nabla_x \Phi(x_k, \lambda_k + r)^T s_k + \frac{1}{2} s_k^T \nabla^2 \Phi(x_k, \lambda_k + r) s_k + o(\|s_k\|^2)
\]

\[
= \Phi(x_k, \lambda_k, r) + \nabla_x \Phi(x_k, \lambda_k, r)^T s_k + \frac{1}{2} s_k^T \nabla^2 \Phi(x_k, \lambda_k, r) s_k
\]

\[
+ (\Delta \lambda_k)^T h_k + (\Delta \lambda_k)^T \nabla h_k^T s_k + \frac{1}{2} s_k^T (\Delta \lambda_k)^T \nabla^2 h_k s_k + o(\|s_k\|^2).
\]

From the above equation, using the definition of \( A_{red_k} \), we obtain

\[
A_{red_k} = -\nabla_x l(x_k, \lambda_k)^T s_k - \frac{1}{2} s_k^T \nabla^2 l(x_k, \lambda_k) s_k
\]

\[
- (\Delta \lambda_k)^T (h_k + \nabla h_k^T s_k) - r(||h_k + \nabla h_k^T s_k||^2 - ||h_k||^2)
\]

\[
- \frac{1}{2} s_k^T \nabla^2 h_k \Delta \lambda_k s_k - r s_k^T \nabla^2 h_k h_k^T s_k - o(\|s_k\|^2).
\]

If we use the definition of \( Pred_k \) and the above inequality, we obtain

\[
A_{red_k} \geq Pred_k - o(\|s_k\|^2) - r s_k^T \nabla^2 h_k h_k^T s_k - \frac{1}{2} s_k^T (\nabla^2 l^* - B_k) Z_k v_k
\]

\[
- \frac{1}{2} s_k^T \nabla^2 l^* - \nabla^2 l_k^* s_k - \frac{\alpha_k}{2} s_k^T \nabla^2 l_k^* Y_k u_k - \frac{1}{2} (\Delta \lambda_k)^T \nabla h_k^T s_k.
\]

We show first that the last two terms are \( o(||s_k||^2) + o(||s_k||||h_k||) \). By differentiating the normal equation \( Y(x)[\nabla_x l(x, \lambda(x))] = 0 \) at \( x = x^* \), we obtain \( Y^* \nabla^2 l^* + \nabla l^* \nabla l^*_T = 0 \), or equivalently \( R_k \nabla l^*_T = -Y_k \nabla^2 l^*_k \). Therefore,

\[
-\frac{1}{2} (\Delta \lambda_k)^T \nabla h_k^T s_k = -\frac{\alpha_k}{2} s_k^T \nabla \lambda_k R_k^T u_k + o(||s_k||^2)
\]

\[
= -\frac{\alpha_k}{2} s_k^T \left[ \nabla \lambda_k R_k^T - \nabla \lambda_k R_k^T \right] u_k - \frac{\alpha_k}{2} s_k^T \nabla \lambda_k R_k^T u_k + o(||s_k||^2)
\]

\[
= -\frac{\alpha_k}{2} s_k^T \nabla \lambda_k R_k^T u_k + o(||s_k||^2) + o(||s_k|| ||h_k||)
\]

Hence,

\[
-\frac{\alpha_k}{2} s_k^T \nabla^2 l_k^* Y_k u_k - \frac{1}{2} (\Delta \lambda_k)^T \nabla h_k^T s_k = -\frac{\alpha_k}{2} s_k^T \nabla^2 l_k^* [Y_k - Y_k] u_k + o(||s_k||^2)
\]

\[
+ o(||s_k|| ||h_k||),
\]

\[
= o(||s_k||^2) + o(||s_k|| ||h_k||).
\]

Using Lemma 6.4, for \( k \) large enough, we have

\[
\frac{A_{red_k}}{Pred_k} \geq 1 - \frac{1}{c_4} \left[ \frac{o(||s_k||^2)}{||s_k||^2} + \frac{o(||s_k|| ||h_k||)}{||s_k||^2} + \frac{r s_k^T \nabla^2 h_k h_k^T s_k}{||s_k||^2}
\]

\[
+ \frac{|s_k^T (\nabla^2 l_k^* - B_k) Z_k v_k|}{2 ||s_k||^2} + \frac{|s_k^T (\nabla^2 l_k^* - \nabla^2 l_k^*) s_k|}{2 ||s_k||^2}.
\]

Using the local assumptions, Theorem 6.7, Theorem 6.8, Lemma 6.1 and inequality (4.2), we conclude that there exists an integer \( k_0 \) sufficiently large such that, for all \( k \geq k_0 \), we have

\[
\frac{A_{red_k}}{Pred_k} \geq \eta_2.
\]
Hence, the theorem is proved. □

In our definition of $P_{red_k}$ we used $\frac{1}{2}s_k^TB_kZ_kv_k$ instead of $\frac{1}{2}s_k^TB_kv_k$ and used $h_k + \nabla h_k^2s_k$ instead of $h_k + \nabla h_k^2s_k$. This way of defining $P_{red_k}$ allows us, when comparing with the second order approximation of the terms of $A_{red_k}$, to have two extra terms, namely, $\frac{1}{2}s_k^TB_kY_kv_k$ and $\frac{1}{2}\nabla h_k^2s_k$. These two terms are very important in our local analysis because they allow us, using the Local Assumption C, to prove that $P_{red_k}$ approximates $A_{red_k}$ to within terms that are of order $o(||s_k||^2)$ or $o(||s_k||||h_k||)$. Now as $k \to 0$, $||h_k|| \to 0$ and $||Z_k^T\nabla f_k|| \to 0$ and hence $||s_k|| \to 0$. This implies that $\frac{A_{red_k}}{P_{red_k}} \to 1$, which means that for $k$ sufficiently large all the steps produced by our algorithm are acceptable. This also means that for $k$ sufficiently large the sequence of trust region radii $\{\Delta_k\}$ is a non-decreasing sequence.

The following two theorems show that the fast local rate of convergence will be maintained.

THEOREM 6.11. Under the global and the local assumptions, if the exact Hessian is used, then for $k$ sufficiently large, $x_k \to x^*$ q-quadratically.

Proof. From Lemma 6.10, the trust region radius $\Delta_k$ for $k \geq k_8$ is updated according to the rule $\Delta_{k+1} = \min(\Delta_k, \max(\Delta_k, a_3||s_k||))$. Hence, $\Delta_k \geq \Delta_k$, for all $k \geq k_8$. However, for all $k$, $\Delta_k \leq \Delta_k$.

First, we show that the trust region will be inactive, for sufficiently large $k$. Suppose there exists an integer $k_8 \geq k_5$ such that the full normal and tangential components of the step are not taken for all $k \geq k_8$. This implies that, for all $k \geq k_8$, $||R_k^{-T}h_k|| = ||u_k|| > \Delta_k \geq \Delta_k$, and $||(Z_k^TB_kZ_k)^{-1}(Z_k^T\nabla l_k + Z_k^TB_k s_k^\circ)|| > ||v_k|| = \Delta_k \geq \Delta_k$. But, using (4.2) and Lemma 6.1, this will contradict the fact that $||h_k|| \to 0$ and $||Z_k^T\nabla f_k|| \to 0$. Therefore, there exists a subsequence of indices $\{k_j\}$ such that $||s_{k_j}^l|| \leq \Delta_k$ and $||s_{k_j}^\circ|| \leq \Delta_k$, where all of $k_j \geq k_8$.

Let $m \in \{k_j\}$ be the smallest integer greater than $k_8$ such that $||s_{m}^l|| \leq \Delta_k$, $||s_{m}^\circ|| \leq \Delta_k$, and such that the local method, i.e. Algorithm 1.1, generates steps that are q-quadratic, i.e. satisfies

$$||s_{k+1}|| \leq \beta_1||s_k||^2,$$

where $\beta_1$ is a constant. But since the local method converges q-quadratic in the components $s_k^l$ and $s_k^\circ$. This implies the existence of an integer $k_7 \geq m$, such that for all $k \geq k_7$, we have

$$||R_k^{-T}h_k|| \leq \beta_2(\gamma_1^2)^{k_7}$$

and

$$||(Z_k^TB_kZ_k)^{-1}(Z_k^T\nabla l_k + Z_k^TB_k s_k^\circ)|| \leq \beta_3(\gamma_2^2)^{k_7},$$

where $\beta_2, \beta_3, \gamma_1$, and $\gamma_2$ are constants and $\gamma_1, \gamma_2 \in (0, 1)$. This means that if we choose $k_7$ sufficiently large such that $max\{\beta_2(\gamma_1^2)^{k_7}, \beta_3(\gamma_2^2)^{k_7}\} \leq \Delta_k$, then we have, $||R_k^{-T}h_k|| \leq \Delta_k$, $||(Z_k^TB_kZ_k)^{-1}(Z_k^T\nabla l_k + Z_k^TB_k s_k^\circ)|| \leq \Delta_k$, and for all $k \geq k_7$, we have

$$||R_k^{-T}h_k|| \leq \Delta_k,$$

and

$$||(Z_k^TB_kZ_k)^{-1}(Z_k^T\nabla l_k + Z_k^TB_k s_k^\circ)|| \leq \Delta_k.$$
But since, for \( k \geq k_5 \), we have \( \Delta_k \leq \Delta_{k+1} \), and all the steps are acceptable, then

\[
\| R_{k+1}^{T} h_{k+1} \| \leq \Delta_{k+1},
\]

and

\[
\| (Z_{k+1}^{T} B_{k+1} Z_{k+1})^{-1} (Z_{k+1}^{T} \nabla l_{k+1} + Z_{k+1}^{T} B_{k+1} s_{k+1}) \| \leq \Delta_{k+1}.
\]

The above two inequalities and the fact that for all \( k \geq k_5 \) all the steps are acceptable imply that the full step will be taken at iteration \( k_7 + 1 \). By induction, for all \( k \geq k_7 \), the trust region will be inactive and the full step will be accepted.

This means that the sequence \( x_k, k \geq k_7 \) generated by the algorithm is the sequence of iterates generated by Algorithm 1.1 and consequently the local rate of convergence is q-quadratic. □

**Theorem 6.12.** Under the global and the local assumptions, if an approximation to the Hessian of the Lagrangian that satisfies (6.8) is used, then for \( k \) sufficiently large, \( x_k \rightarrow z_a \) q-superlinearly.

**Proof.** From the above theorem, we have for all \( k \geq k_7 \), the trust region will be inactive and the full step will be accepted, where \( k_7 \) is some sufficiently large integer. This means that the sequence \( \{x_k\}, k \geq k_7 \) generated by the algorithm is purely the sequence of iterates that is generated by Algorithm 1.1.

Second, it is proved by Boggs, Tolle and Wang (1982)[1] that if we use a scheme for approximating \( B_k \) in Algorithm 1.1, then \( x_k \rightarrow z_a \) q-superlinear if and only if assumption (6.1) is satisfied.

Now as a consequence of the local assumptions and the above two parts of the proof, if \( k_8 \) is taken sufficiently large such that the local method, i.e. Algorithm 1.1, generates steps that are q-superlinear, we conclude that the local rate of convergence is q-superlinear. □

7. **Concluding Remarks.** We have presented an algorithm for solving the equality constrained optimization problem. This algorithm has many desirable features. In this algorithm, we use Fletcher’s differentiable penalty function as a merit function.

In computing the trial step, after factorizing \( \nabla h_k \) using QR factorization, two inexpensive subproblems has to be solved. One of them is an upper triangular linear system. The second one is a subproblem of smaller dimension \( m \times m \) similar to the one we obtain when solving unconstrained optimization problems using a trust-region method.

In our algorithm, to obtain the matrix \( B_k \), the exact Hessian of the Lagrangian can be used. On the other hand, an approximation to the Hessian matrix can also be used. For example, setting \( B_k \) to a fixed matrix for all \( k \) is valid. However, if \( B_k \) is obtained by quasi-Newton updates, the uniform boundedness assumption on \( B_k \), condition (4.1), causes some difficulties. For an analysis of this problem for trust-region algorithms for unconstrained problems see e.g. Powell (1984)[18], and for minimization problems with convex constraints, see e.g. Toint (1988)[22]. The question of how to use a secant approximation to the Hessian of the Lagrangian is a research topic. We believe that Tapia (1988)[20] will be of considerable value here.

One of the main advantages of this algorithm is the way of updating the penalty parameter. It is updated in such way to ensure that the merit function is decreased at each iteration by at least a fraction of Cauchy decrease in the quadratic model of the linearized constraints and at the same time can be decreased whenever it is warranted.
We have presented a convergence theory for this algorithm. We showed that the algorithm is well defined and is globally convergent. To the best of our knowledge this is the first time a global convergence theory is proved for an algorithm with a non-monotonic penalty parameter updating scheme. This updating scheme should avoid the numerical difficulties that may occur if the penalty parameter is increased at each iteration. We have also proved that, the algorithm will terminate at a point that is not bounded away from a stationary point.

We also presented a local analysis for this algorithm. In our local analysis we proved that our globalization strategy will not disrupt the fast local rate of convergence.
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